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Introduction

In CT3 a Study Item on PCRF failure and restoration was proposed. This contribution aims at collecting the target failure scenarios, which need to be considered in the study; this includes also detection of the failures. 
Discussion

Architectural baseline for PCRF failure scenarios

PCRF is a control plane node optionally employed in a 3GPP network. Its embedding is shown in figure 1 for two different deployments, one with a single PCRF (e.g. a small NW and/or only a fraction of delivered services need dynamic Policy and Charging Control), and another one with several PCRF nodes and a DRA (DIAMETER Redirect Agent).
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Figure 1: embedding of PCRF (left: single PCRF case, right: multiple PCRF case with DRA employed)

Note: the case of multiple PCRF deployment without DRA, i.e. by a firm assignment of users/services to PCRFs is not shown nor discussed separately here; regarding failure and restoration it is equivalent to the single PCRF deployment.

The DRA is not part of the PCRF functionality itself, but should be also considered in the context of failure (because then the PCRF functions can not be invoked). 

In the following we discuss failure detection and (total) failure scenarios for the two deployment variants. Note that the overload of a PCRF is not considered as a failure scenario within the scope here, even if a PCRF request cannot be handled properly in this case. 

Terminology

The term “recovery” applies for a failed PCRF and is used to denote the point in the time where the failure condition is over. The term “recovery handling” encompasses procedures on the (previously) failed PCRF node, necessary due to the failure. The term “failure handling” is used to describe procdures on other nodes except the failed PCRF node, necessary due to the failure. At this point we do not assume specific recovery and failure handling procedures, but as examples they could include data restoration, dropping of sessions or ö as a special case - also null activity.
Failure detection

Detection of a PCRF failure may happen at least in three different manners:

· on lower protocol layers (SCTP, DIAMETER): periodic signaling with SCTP heartbeat or DIAMETER device-watchdog will lead to detection of a PCRF node’s unreachability and thus assumption of its total failure. This signaling is independent of PCRF session handling.

· on PCRF application protocol layer: it will lead to detection of a total failures, also within the timespan of lower layer periodic signaling, but only if PCRF session requests are to be handled (by timeout of requests). 

· independent from signaling, e.g. by TMN interaction. This method could be suitable for proactive failure detection (e.g. by based on permanent auditing on a PCRF node) and also for a controled withrawal of service of a PCRF node (e.g. for maintenance, reconfiguration etc.). 

For the sake of a complete and uniform failure handling, we propose to consider all three possibilities equally. 

In case of single PCRF/multiple PCRF deployment without DRA the PCRF clients must detect the failure; in case of multiple PCRF deployment with DRA the failure must be detected by the DRA, and – depending on the required recovery handling – additionally PCRF clients may need to be informed.
Basic failure scenarios

Figures 2a and 2b show the related scenarios for a total failure. Failure detection via signaling is asumed and indicated.
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Figure 2a: PCRF failure scenario for single PCRF deployment (or equivalently multiple PCRF deployment without DRA)
In the case of a single PCRF deployed recovery handling can only take place if/afterthe PCRF has come back into operation. (Note: the case that the outage becomes permanent can not be handled; instead, it must be assumed that in such a deployment the PCRF implementation itself guarantees that only temporary failures occur.) 
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Figure 2b: PCRF failure scenario for multiple PCRF deployment with DRA
In the case of multiple PCRFs, recovery handling can set in immediately after detection of the failure, on the remaining, operative PCRFs. Recovery handling on the failed PCRF can be done only after it has become operative again. In this deployment also a permanent PCRF failure is admissible; however, because there seems to be no easy criterion how to destinguish between permanent and temporary failure, we refrain from doing so from now on. Both the description of the failure scenario and solutions shall consider the permanent failure case as the border case when the outage time of the failed PCRF becomes infinite.
Categorization of failure scenarios

The following list is the resulting categorization of failure scenarios:

	Nr.
	Description
	Consequences

	
	immediate
	in parallel
	subsequent

	Single PCRF deployment / multiple PCRF deployment without DRA

	1
	(total) PCRF node failure ( 

complete PCRF functionality is not available
	no new session requests can be handled 


	Potentially: drop of sessions (graceful or strict)
	Potentially: restoration of state (on the same PCRF node)

	Multiple PCRF deployment with DRA

	2
	(total) PCRF node failure


	route new session requests to alternative PCRF nodes
	Potentially: (1) restoration of state on other PCRF nodes, or (2) drop of sessions
(graceful or strict)
	__

	3
	DRA failure 
(all PCRF nodes not reachable
	no new session requests can be handled 
	Potentially: drop of sessions (graceful or strict)
	Potentially:  restoration of state (per PCRF node) 


The “Consequences” columns are given for illustration only; the detailed handling depends on requirements imposed by the operator (these will be collected in clause 5 of the TR 28.8yz). 
Proposal
It is proposed to capture the baseline architecture and failure scenarios in TR 29.8yz as follows (a basic description of failure detection is proposed to be included here, as it is a prerequisite for all solutions) :

Proposed changes:
*** First Change ***

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 23.203: "Policy and charging control architecture"
[x1]
IETF RFC 4960: "Stream Control Transmission Protocol"

[x2]
IETF RFC 3588: "Diameter Base Protocol"
.

*** Second Change ***

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [x] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [x].




AF

Application Function

DRA
DIAMETER Routing Agent
TMN
Telecommunication Management Network
*** Third Change ***
4
Failure and restoration scenarios

.

4.x Baseline architecture
The baseline for the study on PCRF failure and restoration is given by the non-roaming architecture derived from 3GPP TS 23.203, as shown in figure 4.x-1.
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Figure 4.x-1: baseline architecture for study on PCRF failure and restoration
Editor’s note: the PCRF deplyoment aspect (single or multiple PCRF nodes, and whether DRA is used or not, is not visible from figure 4.x-1 (which is architectural). Reference to subclause 7.6.2 in TS 23.203 can be made, or an additional figure can be inserted.
Editor’s note: it may be necessary to insert an additional architectural graph for the roaming scenario. 
*** Second Change ***
4.y Failure detection

A client may detect a PCRF node failure or unavailability in several ways, e.g.:

· on protocol layers below the PCRF application: periodic signaling (by e.g SCTP heartbeat or DIAMETER device-watchdog) will lead to detection of a PCRF node’s unreachability. This signaling is independent of PCRF session handling.

· on PCRF application protocol layer: it will lead to detection of a total failure, also within the timespan of lower layer periodic signaling, but only if PCRF session requests are to be handled (by timeout of requests). 

· independent from signaling, e.g. by TMN interaction. This method could be suitable for proactive failure detection (e.g. based on permanent auditing on a PCRF node) and also for a controled withrawal of service of a PCRF node (e.g. for maintenance, reconfiguration etc.). 

Editor’s note: the details of TMN involvement for failure detection are FFS (e.g. standardized interfaces). The work of SA5 needs to be considered. 
In case of single PCRF/multiple PCRF deployment without DRA, the PCRF clients must detect the failure; in case of multiple PCRF deployment with DRA, the failure must be detected by the DRA, and – depending on the required recovery handling – additionally PCRF clients may need to be informed.
4.z PCRF node failure scenarios

Figures 4.z-1 and 4.z-2 show the related scenarios for a (total) failure. Failure detection via signaling is asumed and indicated.
Note: the term “recovery” applies for a failed PCRF and is used to denote the point in the time where the failure condition is over. The term “recovery handling” encompasses procedures on the (previously) failed PCRF node, necessary due to the failure. The term “failure handling” is used to describe procdures on other nodes except the failed PCRF node, necessary due to the failure. No specific recovery and failure handling procedures are assumed, but as examples they could include data restoration, dropping of sessions or - as a special case - also null activity.
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Figure 4.z-1: PCRF failure scenario for single PCRF deployment (or equivalently multiple PCRF deployment without DRA)

In the case of a single PCRF deployed recovery handling can only take place if/afterthe PCRF has come back into operation. (Note: the case that the outage becomes permanent can not be handled; instead, it must be assumed that in such a deployment the PCRF implementation itself guarantees that only temporary failures occur.) 


[image: image6]
Figure 4.z-2: PCRF failure scenario for multiple PCRF deployment with DRA

In the case of multiple PCRFs, recovery handling can set in immediately after detection of the failure, on the remaining, operative PCRFs. Recovery handling on the failed PCRF can be done only after it has become operative again. In this deployment also a permanent PCRF failure is admissible; however, because there seems to be no easy criterion how to destinguish between permanent and temporary failure, we refrain from doing so from now on. Both the description of the failure scenario and solutions shall consider the permanent failure case as the border case when the outage time of the failed PCRF becomes infinite.

Table 4.z-1 lists the target failure scenarios.
Table 4.z-1: categorization of failure scenarios
	Nr.
	Description
	Consequences

	
	immediate
	in parallel
	subsequent

	Single PCRF deployment / multiple PCRF deployment without DRA

	1
	(total) PCRF node failure ( 

complete PCRF functionality is not available
	no new session requests can be handled 


	Potentially: drop of sessions (graceful or strict)
	Potentially: restoration of state (on the same PCRF node)

	Multiple PCRF deployment with DRA

	2
	(total) PCRF node failure


	route new session requests to alternative PCRF nodes
	Potentially: (1) restoration of state on other PCRF nodes, or (2) drop of sessions

(graceful or strict)
	__

	3
	DRA failure 
(all PCRF nodes not reachable
	no new session requests can be handled 
	Potentially: drop of sessions (graceful or strict)
	Potentially:  restoration of state (per PCRF node) 


The “Consequences” columns are given for illustration only; the detailed handling depends on requirements imposed by the operator (these will be collected in clause 5 of this TR). 
*** End of Changes ***
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