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Introduction

According to stage to TS 23.228, ICE may be used in the IMS. It has not yet been discussed in CT3 if PCC is impacted, but a corresponding CR is proposed for the present meeting.

This discussion document aims to investigate potential interactions between PCC and ICE. Corresponding CRs are not yet provided.

Reference Model:

From TS 23.228, G.2.2
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Figure G.2a: Reference model for ICE and Outbound Methodology

The STUN Function shown within the P-CSCF is a limited STUN Server for supporting STUN keep-alive messages as described in clause G.5.3.2.

For deployments where the IMS Access gateway (or other media manipulating functional entities, such as a MRFP, are used (see clause G.2.1), such functional entities shall be placed on the network side of the STUN server and STUN relay server (i.e. not between the UE and the STUN server or STUN relay server) as shown in figure G.2a. Otherwise they will prevent STUN messages from reaching the STUN Relay/Server outside of a session.

Identified Impacts on PCC

1. Access to STUN server and/or relay prior to SIP session setup required

For a MO call, the caller´s UE will need to perform a STUN binding to obtain information to be placed I the SDP offer.

At this point in time, a access bearer will already be available to carry SIP signalling. The same bearer is also suitable for STUN signalling.

The STUN access can be authorized fairly easy by PCC using predefined PCC rule within PCEF or PCRF.

2. Filters in PCC rules need to take into account address and port modifications by STUN relays and NATs.
Terminology as defined by figure 2 of  ICE (TURN server and STUN relay are synonym):

                 To Internet

                     |
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                     |  /------------  Relayed

                 Y:y | /               Address

                 +--------+
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Media traffic at PCEF will contain the following addresses:

1. If  media traverse NAT and TURN server is used:
Uplink: 
      Destination: TURN server IP and port (the same for all media)
      Source: NAT´s Server Reflexive address and port
                         (Assuming NAT also does port mapping.
                          Port will be suitable to distinguish different media)
Downlink:
     Destination: : NAT´s Server Reflexive address and port
     Source: TURN server IP and port (the same for all media)
                         (Port will be suitable to distinguish different media)
Note that media may either be encapsulated in a STUN message or transferred outside of STUN messages (compare to clauses 6.6, 6.7 and 9.1 of TURN), but this difference will not affect the IP address and ports described above)

2. If  media traverse NAT and TURN server is NOT used:
Uplink: 
      Destination: peers´s IP and port
                          (If peer is behind NAT and applies ICE for traversal,
                           different remote candidate addresses:
                               a. remote host address,
                               b. remote Server Reflexive Address,
                               c. remote relayed address)
      Source: NAT´s Server Reflexive address and port
                         (Assuming NAT also does port mapping.
                          Port will be suitable to distinguish different media)
Downlink:
     Destination: : NAT´s Server Reflexive address and port
                         (Port will be suitable to distinguish different media)
     Source: peer´s IP and port
                          (If peer is behind NAT and applies ICE for traversal,
                           different remote candidate addresses:
                               a. remote host address,
                               b. remote Server Reflexive Address,
                               c. remote relayed address)

3. If media do not traverse NAT:
Uplink: 
      Destination: peers´s IP and port
                          (If peer is behind NAT and applies ICE for traversal,
                           different remote candidate addresses:
                               a. remote host address,
                               b. remote Server Reflexive Address,
                               c. remote relayed address)
      Source: UE´s address and port
                         (Port will be suitable to distinguish different media)
Downlink:
     Destination: : UE´s address and port
                         (Port will be suitable to distinguish different media)
     Source: peer´s IP and port
                          (If peer is behind NAT and applies ICE for traversal,
                           different remote candidate addresses:
                               a. remote host address,
                               b. remote Server Reflexive Address,
                               c. remote relayed address)

ICE SDP extension provide the following related information:

15.1.  "candidate" Attribute

   The candidate attribute is a media-level attribute only.  It contains

   a transport address for a candidate that can be used for connectivity

   checks.

   The syntax of this attribute is defined using Augmented BNF as

   defined in RFC 4234 [RFC4234]:

   candidate-attribute   = "candidate" ":" foundation SP component-id SP

                           transport SP

                           priority SP

                           connection-address SP     ;from RFC 4566

                           port         ;port from RFC 4566

                           SP cand-type

                           [SP rel-addr]

                           [SP rel-port]

                           *(SP extension-att-name SP

                                extension-att-value)

   foundation            = 1*32ice-char

   component-id          = 1*5DIGIT

   transport             = "UDP" / transport-extension

   transport-extension   = token              ; from RFC 3261

   priority              = 1*10DIGIT

   cand-type             = "typ" SP candidate-types

   candidate-types       = "host" / "srflx" / "prflx" / "relay" / token

   rel-addr              = "raddr" SP connection-address

   rel-port              = "rport" SP port

   extension-att-name    = byte-string    ;from RFC 4566

   extension-att-value   = byte-string

   ice-char              = ALPHA / DIGIT / "+" / "/"

   This grammar encodes the primary information about a candidate: its

   IP address, port and transport protocol, and its properties: the

   foundation, component ID, priority, type, and related transport

   address:

   <connection-address>:  is taken from RFC 4566 [RFC4566].  It is the

      IP address of the candidate, allowing for IPv4 addresses, IPv6

      addresses and FQDNs.  An IP address SHOULD be used, but an FQDN

      MAY be used in place of an IP address.  In that case, when

      receiving an offer or answer containing an FQDN in an a=candidate

      attribute, the FQDN is looked up in the DNS first using an AAAA

      record (assuming the agent supports IPv6), and if no result is

      found or the agent only supports IPv4, using an A. If the DNS

      query returns more than one IP address, one is chosen, and then

      used for the remainder of ICE processing.

   <port>:  is also taken from RFC 4566 [RFC4566].  It is the port of

      the candidate.

   <transport>:  indicates the transport protocol for the candidate.

      This specification only defines UDP.  However, extensibility is

      provided to allow for future transport protocols to be used with

      ICE, such as TCP or the Datagram Congestion Control Protocol

      (DCCP) [RFC4340].

   <foundation>:  is composed of one to thirty two <ice-char>.  It is an

      identifier that is equivalent for two candidates that are of the

      same type, share the same base, and come from the same STUN

      server.  The foundation is used to optimize ICE performance in the

      Frozen algorithm.

   <component-id>:  is a positive integer between 1 and 256 which

      identifies the specific component of the media stream for which

      this is a candidate.  It MUST start at 1 and MUST increment by 1

      for each component of a particular candidate.  For media streams

      based on RTP, candidates for the actual RTP media MUST have a

      component ID of 1, and candidates for RTCP MUST have a component

      ID of 2.  Other types of media streams which require multiple

      components MUST develop specifications which define the mapping of

      components to component IDs.  See Section 14 for additional

      discussion on extending ICE to new media streams.

   <priority>:  is a positive integer between 1 and (2**32 - 1).

   <cand-type>:  encodes the type of candidate.  This specification

      defines the values "host", "srflx", "prflx" and "relay" for host,

      server reflexive, peer reflexive and relayed candidates,

      respectively.  The set of candidate types is extensible for the

      future.

   <rel-addr> and <rel-port>:  convey transport addresses related to the

      candidate, useful for diagnostics and other purposes. <rel-addr>

      and <rel-port> MUST be present for server reflexive, peer

      reflexive and relayed candidates.  If a candidate is server or

      peer reflexive, <rel-addr> and <rel-port> is equal to the base for

      that server or peer reflexive candidate.  If the candidate is

      relayed, <rel-addr> and <rel-port> is equal to the mapped address

      in the Allocate Response that provided the client with that

      relayed candidate (see Appendix B.3 for a discussion of its

      purpose).  If the candidate is a host candidate <rel-addr> and

      <rel-port> MUST be omitted.

   The candidate attribute can itself be extended.  The grammar allows

   for new name/value pairs to be added at the end of the attribute.  An

   implementation MUST ignore any name/value pairs it doesn't

   understand.

…

   Base:  The base of a server reflexive candidate is the host candidate

      from which it was derived.  A host candidate is also said to have

      a base, equal to that candidate itself.  Similarly, the base of a

      relayed candidate is that candidate itself.

…

B.3.  Purpose of the <rel-addr> and <rel-port> Attributes

   The candidate attribute contains two values that are not used at all

   by ICE itself - <rel-addr> and <rel-port>.  Why is it present?

   There are two motivations for its inclusion.  The first is

   diagnostic.  It is very useful to know the relationship between the

   different types of candidates.  By including it, an agent can know

   which relayed candidate is associated with which reflexive candidate,

   which in turn is associated with a specific host candidate.  When

   checks for one candidate succeed and not the others, this provides

   useful diagnostics on what is going on in the network.

   The second reason has to do with off-path Quality of Service (QoS)

   mechanisms.  When ICE is used in environments such as PacketCable

   2.0, proxies will, in addition to performing normal SIP operations,

   inspect the SDP in SIP messages, and extract the IP address and port

   for media traffic.  They can then interact, through policy servers,

   with access routers in the network, to establish guaranteed QoS for

   the media flows.  This QoS is provided by classifying the RTP traffic

   based on 5-tuple, and then providing it a guaranteed rate, or marking

   its Diffserv codepoints appropriately.  When a residential NAT is

   present, and a relayed candidate gets selected for media, this

   relayed candidate will be a transport address on an actual TURN

   server.  That address says nothing about the actual transport address

   in the access router that would be used to classify packets for QoS

   treatment.  Rather, the server reflexive candidate towards the TURN

   server is needed.  By carrying the translation in the SDP, the proxy

   can use that transport address to request QoS from the access router.

The required information to construct PCC rule filters at the PCRF is therefore available:

1. If  media traverse NAT and TURN server is used:
TURN server IP and port (the same for all media) needs to be configure in PCRF or looked up via DNS.
NAT´s Server Reflexive address and port is available as <rel-addr> and <rel-port> within ICE SDP "candidate" Attribute within SDP sent from UE.

2. If  media traverse NAT and TURN server is NOT used:
remote IP and port are contained as <connection-address> and <port> within ICE SDP "candidate" Attribute within SDP sent from remote peer (this may either be host address, of server reflexive address, or relayed address, depending on candidate type, but the distinction does not matter)
NAT´s server reflexive IP and port are contained as <connection-address> and <port> within ICE SDP "candidate" Attribute within SDP sent by UE.

3. If media do not traverse NAT:
remote IP and port are contained as <connection-address> and <port> within ICE SDP "candidate" Attribute within SDP sent from remote peer (this may either be host address, of server reflexive address, or relayed address, depending on candidate type, but the distinction does not matter)
UE´s IP and port are contained as <connection-address> and <port> within ICE SDP "candidate" Attribute within SDP sent by UE.

Note that the Rx Codec-Data AVP will contain the SDP "candidate" attribute if contained within SDP.

As an unfortunate complication, the ICE SDP <connection-address> may contain an FQDN rather than an IP address. The PCRF would then need to apply DNS to resolve that and may need install several filters should the DNS lookup yield several results.

ICE Peer Reflexive candidates

Unfortunately, so-called ICE "peer reflexive candidates", which are IP  addresses and ports at symmetrical NATs only learned during the ICE connectivity checks and thus not contained in SDP "candidate" attributes, can not be derived as described above.

These candidates enable optimised paths avoiding TURN servers even in the presence of symmetrical NATs.

However, as this is an optimisation, it could be acceptable not to support it.

Furthermore, wildcarding ports in filters for a <connection-address> of server reflexive type may be appropriate to allow for such "peer reflexive candidates", as it is to be expected that the previous binding exchange with a STUN server according to ICE procedures will have produced a server reflexive candidate with same IP but distinct port, and this candidate would the be contained in SDP.

3. AF session binding

The UE´s IP address as contained in the SDP "c" line is compared with the UE´s IP address as obtained by IP CAN signalling for the PCC AF session binding, as done within the PCRF.

This is complicated by two facts:

· It is up to the characteristics of the IP CAN type if the IP CAN signalling provides the server reflexive address or the hosts address.

· ICE allows that several IP address are provisioned as candidates. The address in the "c" line will contain the address the UE considers as most hopeful candidate to enable backward communication with non.-ICE peers – this may well be the relayed address at the TURN server which is serving many parallel Gx sessions.

Therefore, the session binding should use the IP addresses in ICE SDP "candidate" attributes of "server reflexive" and "host" type rather than the IP address in the SDP "c-line" for the session binding, if such attributes are contained in the SDP. The PCRF should compare the addresses of both these types with the address obtained in IP CAN session signalling and consider the binding as successful if any of these addresses matches.

4. Support for ICE connectivity checks

ICE procedures feature connectivity checks between candidate pairs during the call setup phase. These connectivity checks are exchanges of STUN binding request and responses, which are transported between the same IP addresses and ports as subsequent media. Therefore, filters as discussed in Section 2 will let them pass.

To avoid that separate bearer resources are reserved or authorized for each candidate pair, all these filters should be combined in a single PCC rule.

Furthermore, it is a P-CSCF controlled operator's option to disable early media. However, to enable ICE early media need to be enabled.

5. Completion of ICE procedures

Upon completion of ICE procedures, the peers will do a new SDP offer-answer exchange according to ICE, which only includes a single candidate attribute per m-line. Filters for other candidates should then be removed from the PCC rule to reduce processing effort and memory requirements at the PCEF.

6. Non-IMS-services

ICE is based upon SIP/SDP and thus only applies for IMS services or other applications using SIP. However, PCC also supports non-IMS services. Handling of these services will not be impacted directly by ICE, but may be impacted by residential NATs as assumed in the topology of the reference model.

To enable access to services without AF interactions, wildcarding IP addresses or at least ports related to the UEs side may be a way to cope with unknown NATs in the path. Such services are likely to be of client-to-server type and will then not require STUN or TURN, as NATs allow such interaction if started by a client within their protected network. Filtering according to the server´s IP address and/or deep packet inspection may be appropriate to discriminate such services.

For non-SIP services with AF interaction, it is the responsibility of the AF to supply filter with IP addresses and ports as encountered at the location of the PCEF outside the NAT. For client-to-server applications, the AF is likely to do so anyway

Summary of findings

· ICE can be supported by PCC in the reference architecture assumed in stage TS 23.228 without Rx or Gx protocol extensions.

· Support will be concentrated within the PCRF.

· The construction of PCC rules is deeply affected by the information within ICE SDP "candidate" attributes, and the number of required packet filters will be drastically increased.

