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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope
The present document investigates solutions for a simple, optional transport format for the Nb interface and IP transport that allows transporting several NbFP/codec payload PDUs of different bearers within one packet. The solution shall minimise impacts to existing network characteristics, in particular jitter and packet delay.  The transport format shall be suitable for any type of payload transported within NbFP. Though primarily intended and possibly optimised for NbFP transport within 3GPP circuit-switched core networks, the multiplexing design shall be generic and future proof by not precluding support of non-NbFP payload types, e.g. standard VoIP bearers or other interfaces such as Iu. 

Furthermore, backward compatible signalling extensions required to negotiate the use of this transport option, to set up multiplexing connections, and to assign bearers to these connections are investigated.
The benefits and drawbacks of multiplexing at the Nb interface are investigated.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TS 29.414: "Core network Nb data transport and transport signalling".

[2]
3GPP TS 29.415 "Core Network Nb Interface User Plane Protocols".

[3]
3GPP TS 25.414 "UTRAN Iu interface data transport and transport signalling"
[4]
IETF RFC 3550: "RTP: A Transport Protocol for Real-Time Applications"
3
Definitions, symbols and abbreviations

Delete from the above heading those words which are not applicable.

Subclause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply.

Definition format

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

Abbreviation format

<ACRONYM>
<Explanation>

4
Requirements
Multiplexing can offer a relatively simple way to increase bandwidth efficiency in an IP network. It should be simple since multiplexing should not necessarily require any additional features from the network and even as little as multiplexing of two packets could save bandwidth significantly. 
The destination address and DiffServ class should be the same for all multiplexed packets.

Real-time applications like speech have also strict requirements for e.g. delay and jitter, which have to be taken into consideration. The differentiation of streams in an efficient way is important together with the fact that the multiplexing protocol should not restrict the maximum number of possible connections between any two nodes (e.g. MGWs).

The multiplexing method shall be independent of the protocols beneath IP and it can be used e.g. in an MPLS enabled network as well as in any other IP based network. 

VoIP networks using RTP framing should also be supported.
5
Transport Format
5.1
Proposed Format(s)
5.1.1
UDP Port Multiplex Header
This is a new multiplexing method designed for CS traffic transported over IP in a 3GPP UMTS network over Nb-interface between MGWs or over Iu-interface between an RNC and MGW. The method introduces a multiplexing header, which identifies every multiplexed packet. The traffic is assumed to be real-time and the DiffServ class is then the same for all packets. 
Multiplexing can be performed for all packets heading to the same IP address and this particular method can be used for all UDP traffic as long as they share the same DiffServ class. The multiplexing is intended to be used only with RTP packets. 

RTCP is transported normally by IP/UDP packets. 
The UDP port alone is not enough since it does not indicate where the next multiplexed packet starts (AMR or PCM may be used with different lengths). A length indicator (LI) field is thus included in the multiplexing header. The proposed multiplexing header is illustrated in Figure 1
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Figure 1: 
Multiplexing header
The multiplexing header includes

-
Mux ID, 16 bits. 
For identification of different connections. Value is the same as the UDP destination port of a non-multiplexed packet.

-
Length Indicator (LI), 8 bits.
Gives the length of the multiplexed RTP packet in bytes (header + payload). Maximum length is 256 bytes (requires padding if last byte is not full). E.g. the payload of AMR 12.2 is only 31 bytes but for future use 8-bit LI may be useful (combined payload of four 5 ms PCM samples resulting in 160 bytes has been proposed). LI gives the information where the next multiplexed packet starts.
Editor´s Note: A further enhancement could be to include the Source UDP Port in the Multiplex header. This proposal is FFS. For details of the discussion see Annex A. 
The multiplexing can be performed either with common IP/UDP/RTP or IP/UDP header. For voice traffic in a 3GPP network the RTP information is essential and it is thus suggested that entire RTP frames are multiplexed and they together share a common IP/UDP header in Nb- and Iu-interfaces (Figure2. If the packets shared a common IP/UDP/RTP header the bandwidth savings would naturally be greater and it could be used in some special cases where individual RTP information is not needed.
The multiplexing method does not limit the number of packets being multiplexed and it is thus the data link layer protocol that defines the maximum frame size. E.g. an IP datagram has a maximum length of 65535 bytes and Ethernet 1518 bytes. In order to avoid additional delay in the network the packets should not be delayed more than 1-2ms, which also effectively limits the number of multiplexed packets and makes the multiplexing-jitter low. The time frame should still be enough to gather several packets.
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Figure 2: 
Example of multiplexed packet with two RTP frames
5.1.2
RTP Header Reduction
Editor´s Note: It is FFS if the solution can be applicable to interfaces with RTP framing only, where the complete RTP information may be required.
In 3GPP NbFP there is only one Payload Type and so this sub-clause applies specifically for NbFP transport within 3GPP circuit-switched core networks. In the more general case of non-NbFP payload types, e.g. standard VoIP bearers or other interfaces such as Iu, the RTP header is FFS but should most likely be send complete as there may be other parameters that can vary in addition to the PT.
For NbFP transport, to achieve even better bandwidth savings the RTP header can be compressed. This is possible since RTP header includes many static fields that remain unchanged during an RTP session. Compression shall be an optional feature that must be negotiated between nodes. A connection that has negotiated to use RTP header compression sends all packets into the UDP port 2004, which is used in the same way as port 2002 in normal multiplexing. The multiplexing header for these packets is illustrated in Figure 3
In compression there is always an initialization phase first where the full header is transferred to receiver and the type field makes it possible to send also non-compressed packets (also sent to the port 2004). The full header is stored and it is used in decompression. After initialization only compressed headers are sent unless information changes in the fields that are not sent within compressed header. 
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Figure 3: 
Multiplexing header in RTP header compression
The multiplexing header includes:
-
Type field (T), 1 bit.
The field has two possible states, 0 for indicating full packet and 1 for indicating compressed packet.

-
MUX ID, 15 bits.
For identification of different connections. Value is the same as the UDP destination port of a non-multiplexed packet divided by two (only even numbered ports are used for RTP sessions).

-
Length Indicator (LI), 8 bits.
Gives the length of the multiplexed RTP packet in bytes (header + payload).

The RTP header compression mechanism presented here is an example and other mechanisms may be also used. The proposed RTP header contains two fields that change during a connection and need to be transferred within each packet, sequence number and timestamp. Figure4 illustrates the proposed format of a compressed RTP header.
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Figure 4: 
Compressed RTP header
The compressed RTP header includes

-
Sequence number (SN), 8 bits.
The field changes as the original sequence number (RFC3550) but is shortened from 16 bits to 8 bits (256 packets).
-
Timestamp (TS), 16 bits.
The TS field changes as the original timestamp (RFC3550) but the length is half of the original resulting in modulo of 4 seconds with 16 kHz clock reference.
In case some other field (e.g. payload type) changes during a connection, a full RTP header is sent and the header information is updated accordingly at the receiving node.
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Figure 5: 
Example of multiplexed packet with two RTP frames and compressed RTP headers
5.2
Evaluation of Multiplexing Efficiency

5.2.1
Efficiency of UDP Port Multiplexing
The bandwidth decreases in different cases are illustrated in Table 2. In PoS cases the network is assumed to use double MPLS framing (VPN and traffic type differentiation) and Ethernet is assumed to use VLAN tag.
Table 2:
Bandwidths with AMR12.2 (60% activity factor) without and with multiplexing (2 or 10 RTP frames, common IP/UDP header)
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5.2.2
Efficiency of RTP Header Compression

The bandwidth decreases with the same assumptions as in the normal case are shown in Table 3.
Table 3:  
Bandwidths with AMR12.2 (60% activity factor) without and with multiplexing (2 or 10 RTP frames, common IP/UDP header) with compressed RTP header
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6
Multiplexing Procedures

7
Signalling Extensions

7.1
Multiplex negotiation via IuFP User Plane Protocol
The bearer initialization phase in both Nb- and Iu-interfaces include mandatory messages for the support mode that is used e.g. for speech traffic. Nb/Iu UP PDU Type 14 is used at initialization and the messages include spare extension fields (both initialization and acknowledgement frames) that can be used for any additional function and this field is proposed to be used for multiplexing applicability detection. The field is proposed to be one byte long from which two first bits are used for multiplexing detection and the rest six are spared for future use (Figure 6). The transparent mode in the Iu-interface would not support multiplexing since it has no initialization phase but it is not used for speech applications and these are the most common traffic type in CS domain. 
	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=14)
	Ack/Nack (=0. I.e. Procedure)
	PDU Type 14 Frame Number
	1
	Frame Control Part

	Iu UP Mode version
	Procedure Indicator (=0)
	1
	

	Header CRC
	Payload CRC
	2
	Frame Checksum part

	Payload CRC
	
	

	Spare
	TI
	Number of subflows per RFCI (N)
	Chain Ind
	1
	Frame payload part

	LRI
	LI
	1st RFCI
	1
	

	Length of subflow 1
	1 or 2 (dep. LI)
	

	Length of subflow 2 to N
	(N-1)x(1 or 2)
	

	LRI
	LI
	2nd RFCI
	1
	

	Length of subflow 1
	1 or 2 (dep. LI)
	

	Length of subflow 2 to N
	(N-1)x(1 or 2)
	

	…
	
	

	IPTI of 1st RFCI
	…
	0 or M/2 (M: Number of RFCIs in frame). Ended by 4 padding bits if M is odd.
	

	…
	IPTI of Mth RFCI or Padding
	
	

	Iu UP Mode Versions supported  (bitmap)
	2
	

	Data PDU type
	Spare
	1
	

	Spare
	MUX & RTP c
	MUX
	1
	


Figure 6:

UP PDU Type 14 used for initialization with one byte spare extension field for multiplexing detection (last octet)
When an MGW or RNC supports multiplexing it sets the first bit (MUX in Figure 6) to 1 in the spare extension field of the initialization frame and from that bit the receiving node knows that multiplexing can be used. If the receiving node supports multiplexing it replies in the same way with the first bit set to 1 in the spare extension field of the positive acknowledgement message and again the other end knows that multiplexing can be used. If the receiving node does not support it just ignores the spare extension in the initialization and sends a regular acknowledgement. The MGW or RNC that started the initialization knows then not to use multiplexing.
Since a node may support multiplexing but not RTP header compression there must be separate initializations. While the first bit stands for normal multiplexing, the RTP header compression possibility is indicated with the second bit (MUX & RTP c in Figure 6). The destination node can now reply in three ways. Responding with the second bit it indicates that the RTP header compression may be used. It may however reply also with the first bit meant for normal multiplexing or reply without any multiplexing indications.
For Nb interface there already is a standardized protocol for bearer control, IP Bearer Control Protocol (IPBCP), and it could be used also for detecting multiplexing applicability. IPBCP however cannot be used for Iu-interface and therefore UP initialization as a more common solution is better for initializing multiplexing. In general the applicability detection can be seen as a migration phase function, which could be left out when all nodes support multiplexing. After that multiplexed packets could be always detected based on the UDP port (2002 for normal multiplexed packets and 2004 for multiplexed packets with RTP header compression).
7.2
Multiplex negotiation using IPBCP 

If bandwidth saving solution is used in other network which doesn't have user plane but it uses IPBCP to bear control, it is proposed to use IPBCP to multiplexing detection.

An MGW wishing to apply multiplexing shall add the parameter in the SDP offer / IPBCP Request. The initial MGW indicates its supporting format list. If the receiving MGW supports at least one of the formats and is willing to use multiplexing it shall return its selected format.
When IPBCP is used for multiplexing detection it is proposed to use "fmtp" and two new parameters should be defined:

"IPFmts": define list of formats proposed to be used in the call; 0: format 0; 1: format 1.
Example: MGW A and MGW B support the new transport option.

    IPBCP Request: (MGW A -> MGW B)

          m=audio 49160 RTP/AVP 97

          a=rtpmap:97 VND.3GPP.IUFP/16000

          a=fmtp:97 IPFmts={0,1}; UPC=T
    IPBCP Response: (MGW B -> MGW A)

          m=audio 49300 RTP/AVP 97

          a=rtpmap:97 VND.3GPP.IUFP/16000

          a=fmtp:97 IPFmts={1} ; UPC=T
7.3
Multiplex negotiation using RTCP 

According to 3GPP TS 29.414 [1] and 3GPP TS 25.414 [3], RTCP [4] may be used at the Nb interface with BICC signalling and the Iu interface. The usage of RTCP is optional on the NB interface and otherwise recommended according to IETF RFC 3550 [4]. Thus, RTCP is the only bearer signalling protocol applicable in all scenarios of interest, including a SIP-I based 3GPP Cs domain, and the Iu interface. For host supporting multiplexing, the usage of RTCP would need to be mandated.

RTCP allows for the addition of application specific new packet types, which might be defined by 3GPP and need IANA registration.

The application specific RTCP packets may be added to compond RTCP packets transferred within RTCP messages. 

The following contents of a new "Multiplexing" RTCP packet are proposed:

-
Indication if multiplexing is supported

-
 Indication if multiplexing is selected

-
Local Port number where to receive multiplexed data streams

The details of the encoding are ffs.

The following procedure is proposed:

When setting up a new user plane connection, both MGWs start to send data without applying multiplexing and indicate their readiness to send and receive multiplexed data streams and the port they use to receive multiplexed data streams by including the new "Multiplexing" RTCP package in the initial and all subsequent RTCP packets they send. 

A MGW receiving an RTCP packet, where the peer indicated the readiness to send and receive multiplexed data streams, may decide to apply multiplexing to send the corresponding RTP data streams towards the sender of the RTCP packet. If the MGW decides to apply multiplexing, it indicates this in subsequent RTCP multiplexing packets it sends.

A MGW that does not receive RTCP or receives RTCP without the "Multiplexing" package shall continue to send data for the user connection without applying multiplexing.

A MGW that does not support multiplexing will ignore the unknown received RTCP "Multiplexing" package according to RTCP procedures and continue to send data for the user connection without applying multiplexing.

The proposed procedures therefore enable smooth interopeartions with hosts that do not sent RTCP or do no support multiplexing.

Some negative aspects of this proposl are that user connections are transported without multiplexing until the first RTCP package are received, the total multiplexing gain will be reduced by the time the user connection is applied without multiplexing. Also it requires conditional support of RTCP in addition to the MUX feature for nodes that did not previously support RTCP.

8
Summary of Conclusions

Annex A
Proposed Enhancements that are FFS

A.1
Disadvantages of current solutions
1. Multiplexed packet does not contain UDP source port information; the receiver does not know whether the packet it received is legitimacy. For example, there is an existing call between two terminations, termination1 the address of which is 10.110.100.100 and port is 5000, and termination2 the address of which is 10.110.200.200 port is 6000. Both of two terminations are sendreceive. 
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Figure A.1:
normal communication
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Figure A.2:
a termination hanging

When the call is over, termination 1 is subtracted successfully, but termination 2 is hanging. When another call establishes between termination 3 and termination 4, and termination3 use same IPaddress and port as termination 1, there will be two terminations sending data to termination 3, if in data packet, it does not contain source port, termination 3 can not discard the data form termination 2.

2. The Length Indicator(LI) in multiplexing header is too short, it only have 5 bits, in 3GPP CS it has not any problem but if it need to used at other net, it may be too short.

3. UP header also can be compressed, but it is not mentioned in current solutions. Link layer has done CRC check, so it needn’t  CRC check in UP header.
A.2
Proposed format for multiplexed IP packet and RTP header compression

Based on current solutions Huawei proposes some solutions on this topic.
A.2.1
multiplexing frame
Figure A.3 show the frame of multiplexing packet. Entire RTP frames are multiplexed and they together share a common IP/UDP header. There is no limitation to the number of packets being multiplexed. 
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Figure A.3:
multiplexing frame 
One UDP port is assigned as the multiplexing port into which all multiplexed packets are sent. This UDP port is proposed to be 1024. This port will be reserved for multiplexing which is not allowed to be assigned to any individual connections.

In one multiplexed packet, a multiplexing header is needed to identify different streams.  

There are two formats of multiplexing packet in this paper for multiplexing and RTP header compression. Format 0 is only for multiplexing packet and Format 1 is for multiplexing packet and RTP header compression. This paper also proposed to compress UP header, since it has no concern of before two ways and can be used independently, so the description and signalling procedure of this format are described separately.
A.2.2
Format 0

Format 0 is used only for multiplexed IP packet. 

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	Source IP, Dest IP, …
	20/40
	IP

	Source Port, Dest Port=1024, Length, …
	8
	UDP

	L
	MUX ID= Dest port/2
	2
	Multiplex

Header 

	Length
	1/2
	

	SourceID
	2
	

	Version, P, M, X, …
	12
	RTP

	Payload 
	n
	Payload

	Multiplex Header
	4/5
	MP

	Version, P, M, X, …
	12
	RTP

	Payload
	n
	Payload


Figure A.4:
Format 0

The multiplexing header includes

- 
L, 1 bit.
To indicate whether the Length is 8 bits or 16 bits. L=0 means the Length is 8 bits, and L=1 means the Length is 16 bits.

-
MUX ID, 15 bits.
For identification of different connections. Value is the same as the UDP destination port of a non-multiplexed packet divided by two (only even numbered ports are used for RTP sessions).

-
Length, 8 bits or 16 bits.
Gives the length of the multiplexed RTP packet in bytes (header+payload). If the length is more than 256 bytes, it will use 16 bits to indicate. 

-
SourceID, 16 bits. 
For identification of source UDP port. Value is the same as the UDP source port of a non-multiplexed packet.
A.2.3
Format 1

Format 1 is for multiplexed IP packet and RTP header compression.

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	Source IP, Dest IP, …
	20/40
	IP

	Source Port, Dest Port=1024, Length, …
	8
	UDP

	L
	Mux ID= Dest Port/2
	2
	Multiplex

Header

	Length
	1/2
	

	SourceID
	2
	

	R
	Payload Type
	1
	compressedRTP header

	Sequence Number
	1
	

	Time Stamp
	2
	

	Payload
	n
	Payload

	Multiplex Header
	9/10
	Multiplex

Header

	Payload
	n
	Payload


Figure A.5:
Format 1
The multiplexing header includes

-  
L, 1 bit.
To indicate whether the Length is 8 bits or 16 bits. L=0 means the Length is 8 bits, and L=1 means the Length is 16 bits.

- 
MUX ID, 15 bits. 
For identification of different connections. Value is the same as the UDP destination port of a non-multiplexed packet divided by two (only even numbered ports are used for RTP sessions).

-
Length, 8 bits or 16 bits.
Gives the length of the multiplexed RTP packet in bytes (header+payload). If the length is more than 256 bytes, it will use 16 bits to indicate.
-
SourceID, 16 bits. 
For identification of source UDP port. Value is the same as the UDP source port of a non-multiplexed packet.
-
R, 1 bit,
reserved for future use.
-
Payload type, 7bits,
Definition is same as IETF RFC 3550 [4].

-
Time Stamp, 16 bits.
Definition is same as IETF RFC 3550 [4] but the length is reduced from 32 bits to 16 bits.

-
Sequence Number, 16 bits.
Definition is same as IETF RFC 3550 [4] but the length is reduced from 32 bits to 16 bits.
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