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Introduction

This document is related to the discussion on RTP timestamp handling on Nb that is ongoing in CT3.

The Nb User Plane protocol is transport independent and its use with AAL2 and RTP transport is specified. The RTP layer contains additional information compared to AAL2. E.g. the RTP frame features a RTP timestamp that does not have an equivalent in AAL2. How the RTP timestamp is used on CN is however not clearly specified. The TS 29.414 (and 25.414) gives alternatives of the receiver usage of the timestamp. However some of the alternatives require different behaviour of the sending side, as described below. Therefore it is possible that with current specifications there are different non compatible implementations for RTP handling, because of the ambiguous specification.
Receiver handling on Nb
RTP timestamp
The TS 29.414 says following: 
The sink MGW of a RTP PDU may ignore the timestamp or it may use it to obtain statistics about the link quality and / or to correct jitter.
Therefore the following alternatives should be possible for the receiver:

Alternative 1: Ignore timestamp

This alternative does not put requirements on sender behaviour.

Alternative 2: Statistics about the link
 quality

There could be statistics made for the absolute delay, if also RTCP is used. RTCP is optional on Nb. So this statistic cannot always be made. There could be statistic about delay variation based on the RTP timestamp also when RTCP is not used. Since this delay variation (or jitter) statistic is to reflect only jitter on one link, then each node should set the timestamp according to a local clock. 
This alternative requires that RTP timestamp is set by each sender according to a local clock.
The below Figure 1 is an example of alternative 2 handling of the timestamp when jitter (or delay variation) occurs. In the figure the absolute values of timestamp is not important, it is the timestamp interval between consecutive packets that matters. Here you can see that the timestamp intervals on outgoing side are different compared to the incoming side.
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Figure 1: Example of alternative 2 with incoming and outgoing RTP packets on Nb with 5ms interval
Alternative 3: Correct jitter

Some jitter buffers rely on the timestamp for the correct jitter handling. In order to correct jitter the timestamp should reflect the sampling instant of the data in the frame. If the timestamp would be regenerated according to local clock on each link, then the jitter correction would not work well and e.g. the voice quality may suffer. As an example where AMR is used in CN (TrFO) see the figure below. 
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Figure 2: Example with jitter buffer in RNC and MGW3
For the uplink direction (from left to right) MGW3 performs transcoding from AMR to PCM, and has therefore to correct jitter. If the RTP timestamp is regenerated on each link according to local clock then e.g. with AMR the MGW3 would not know when is the correct time to “play” the first packet after a silence period, since the delay variation on each link will change the RTP timestamp interval. Similar handling applies in the downlink, where typically the RNC would have to correct the jitter.
This alternative requires that RTP timestamp is not regenerated from a local clock on each link. The timestamp should reflect the sampling instant of the user data.
The below Figure 3 is an example of alternative 3 handling of the timestamp when jitter (or delay variation) occurs. Here you can see that the timestamp interval on outgoing side is constant, as it is on the incoming side.
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Figure 3: Example of alternative 3 with incoming and outgoing RTP packets on Nb with 5ms interval
If there are also AAL2 links in the connection chain, then for a new RTP link, the MGW should use other timing information to generate RTP timestamps. For this the Iu or Nb frame number that is based on time may be used.

The alternative 2 and 3 put conflicting requirements on the sender.  We think that it is more important to handle the jitter correction correctly, than having a jitter statistic that is link specific, since voice quality is more important than this unspecified link statistic. A jitter statistic could anyway be made if desired by an implementation, but it is not always for one link only.

To not use a local clock for the value of the RTP timestamp is also according to RTP specification RFC3550. The RTP specification says this clearly in chapter 5.1 for the timestamp (same text in RFC1889 that RFC3550 obsoletes): 
If RTP packets are generated periodically, the nominal sampling instant as determined from the sampling clock is to be used, not a reading of the system clock.
Remember also that TS29.414 requires standard RTP to be used:

RTP (see RFC 1889 [24]) shall be applied.
CS-IMS handling

In IMS and internet the RTP timestamp is more important than on Nb, since Nb has the frame number that may be used as timing information. In order for a MGW to send correct timestamps on Mb, then it need some timing information from Nb. If the Nb is on AAL2, then the only possible guidance (in addition to the time the frame was received) is the frame number.  
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Figure 4: Example with CS to IMS
When Nb is on RTP, then either frame number or the RTP timestamp from Nb may be used.
The handling of MGW3 for frames sent from Nb2 to Mb (in above figure) can then be similar to the handling on Nb explained above at Alternative 3. This simplifies also MGW implementation, since a MGW can handle the RTP timestamp the same way on Mb and Nb.
Conclusion

Ericsson suggests that the RTP timestamp on Nb is not based on a reading of the system clock. This is in line with RTP specification. We propose to remove the text that RTP timestamp may be used to obtain link statistics from TS29.414. If this is agreed in CT3, then a LS should be sent to RAN3 since this will also have impact on Iu specification TS25.414 that contains the same text as TS29.414 for the RTP timestamp. 
� Link is here interpreted as one Nb interface, even if is not explicitly specified.
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