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Introduction

This contributions is an update of the Siemens Proposal 050544, suggesting to multiplexing several NbFP PDUs within one RTP packet, using a new RTP payload format. This approach has the potential to more than half the required bandwidth for Nb connections for IP4, and provides even higher bandwidth savings for IPv6.

It takes into account some comments from the Alcatel discussion paper N3-050705:

· A length field in introduced in the Mux header to allow for different multiplexed payload types and allow for a separate implementation of the multiplexing protocol layer.

· The time offset field is increased in size to allow for a smaller unit of 0.125 msec.

A Clause listing some proposed technical requirements for signalling is introduced and a proposal for signalling procedures is provided.

A clause with some operational considerations for the multiplexing connection is provided.

Furthermore, an Annex with considerations with respect to considerations how the proposed payload format could be applied outside the Nb interface is added.

IP/UDP/RTP Header overhead for AMR Calls

Consider the IP packet transporting the highest-bandwidth AMR mode of 12.2 kHz:

	[bytes]
	Ipv4
	Ipv6

	IP
	20
	40

	UDP
	8
	8

	RTP
	16
	16

	NbFP PDU Type 0
	4
	4

	AMR 12.2 kHz
	31
	31

	AMR SID
	5
	5

	(IP+UDP+RTP) / (NbFP+AMR)
	44/35 = 1.25
	64/35 =1.82

	(IP+UDP+RTP) / (NbFP+SID)
	44/9 = 4,89
	64/9 = 7.11

	(IP+UDP+RTP) / 

(((NbFP+AMR) + (NbFP+SID)) / 2 )
	44/22 = 2
	64/22 = 2,91


Here, the IP/UDP/RTP header is significantly larger than the AMR payload even for IPv4 and the highest AMR mode. Taking into account that SID will be used during about half of the time in calls, and that the IP overhead is much worse for SID, shows that in average the IPv4/UDP/RTP header has twice the size as the NbFP/AMR payload within. For IPv6 and lower AMR modes, the ratio is even worse. 

Multiplexing Gain

Many simultaneous calls are to be expected between two MGWs within a network. Multiplexing  PDUs of these calls into one IP/UDP/RTP packet means that they share the IP/UDP/RTP header. A new multiplexing header MP will need to be introduced instead, as explained below. The header will have a size of 3 bytes and will need to be included before each multiplexed NbFP/AMR PDU. The multiplexing gain, i.e. the ratio of the required bandwidth without multiplexing and the bandwidth with multiplexing, depends upon the number n of multiplexed NbFP/AMR PDU within one IP packet:
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Assuming  n=2 multiplexed PDUs , the gain is 1,40. 

Assuming  n=10 multiplexed PDUs , the gain is 2,22.

If one takes into account lower layers than IP, e.g. Ethernet, the multiplexing gain is even larger, because the headers of those layers are also required only one time.

The number of available PDUs n to be collected within one multiplexed packet depends upon the number of ongoing connection between two MGWs and the time available to collect PDUs for one multiplexed package. For AMR, the framing period is 20 msec. Thus, a collection time of 20 msec would allow collecting PDUs from all ongoing connections, and two parallel connections would already be sufficient for a multiplexing gain. However, it may be desirable to choose a shorter collection time to minimize the multiplexing delay. In this case, only a corresponding fraction of the connections would contribute PDUs to a multiplexed IP packet. Assuming that a minimum of two user PDUs is required in one multiplexed PDUs for a multiplexing gain, and that a user PDU is sent every 20 msec (AMR framing period), 40 parallel user connections between two MGWs would be required for a multiplexing gain for a 1 msec aggregation period, but only 8 parallel user connections would be required for a 5 msec aggregation period.
Considerations on the Protocol Layer suitable to apply Multiplexing

This clause aims to explain why multiplexing on top of RTP is proposed.

To achieve a maximum multiplexing gain, Multiplexing should be applied at the highest protocol layer possible. However, essential information that varies between user connections needs to be transmitted separately for each user connection.

IP 
IP is primarily used for routing. All user connections between peer MGWs have the same source and destination IP address and thus typically similar IP headers. Thus, Multiplexing should be applied on a protocol layer on top of IP.
UDP

UDP provides port numbers to distinguish user connections. If multiplexing is applied on a higher protocol than UDP, this functionality needs to be replaced by comparable other functionality. If multiplexing is used on top of UDP, port numbers could be used to distinguish multiplexing connections, e.g. to allow several connections between the same peer MGWs to increase capacity. However, other functionality such as checksum protection is well suited for a multiplexed transmission. Also, the simple UDP transmission is not only well suited for single user connections with real-time characteristics, but also for a multiplexing connection. Note that introducing new protocols on top of IP is regarded as extremely difficult in the IETF community, and a standard track RFC would be required. Such protocols might affect the operation of the entire internet due to their traffic characteristics. Furthermore, issues with NAT and firewall traversal are to be expected for new protocols (not so much on the NB interface, where a deployment of such devices is unlikely, but in other scenarios that should be considered a bit to be future proof, see Annex A)
RTP

RTP provides many information that are typically different per user connection and payload type. Only on the Nb interface, the situation is simpler:
· NbFP is the only RTP payload type that is encountered.

· A simple RTP connection between two peers without intermediate RTP level mixers is encountered.

· RTP sessions are used separately on each Nb link, rather than end-to-end between encoder and decoder (There are ongoing discussion with respect to the timestamp usage at Nb. Should a forwarding of RTCP timestamps at MGWs be decided, individual timestamp functionality on RTP level van be substituted by the time offset per user connection proposed in this contribution.) . For instance, it would make no sense and is also not possible due to the IBPCP procedures of IP address exchange to send RTCP end-to-end, bypassing intermediate MGWs. Therefore, having the same and CSRC SSRC fields on several NB links does not make any sense.

On the Nb interface, RTP primarily allows to monitor the quality of a single Nb link and feed back the corresponding information. Also out-of-sequence delivery and jitter could be corrected separately for each Nb link. However, if multiplexing is applied on top of RTP, this functionality remains available and operations are simplified, as the same link QoS monitored for the multiplexing connection applies to all user connections within. Also, corrections of jitter and out-of-sequence delivery on the multiplexing connection level would automatically apply to all user connections within.

This functionality of link-level monitoring and corrections would be beneficial not only for the Nb interface, but also in other multiplexing scenarios as discussed in Annex A. However, in such scenarios the end-to-end functionality of RTP also needs to be maintained and the fact that RTP is used for different types of payload needs to be taken into account.
NbFP

NbFP provides end-to-end information that is different for each user connection and multiplexing therefore needs to be applied below this protocol level.
Other Considerations

It appears desirable to apply IPBCP to set up user connections within a multiplexing connection in a backward compatible manner. The present contribution proposes signalling extensions that fulfil these requirements. However, if multiplexing would be applied on a lower protocol layer, e.g. on top of UDP or IP, the proposals would not be workable and a backward compatible extension of IPBCP signalling would hardly be possible.
Furthermore, the choice of the multiplexing protocol layer also affects the right standardisation organisation to perform the corresponding work. In particular, a new multiplexing protocol on top of IP would need to be standardised in the IETF.

Proposed RTP payload format for multiplexed NbFP
After the RTP header, several unmodified NbFP PDUs are inserted. The NbFP PDUs may belong to different user connections and may also transport different payloads, e.g. AMR or PCM.

A multiplexing header MP is inserted before each NbFP PDU.  The multiplexing header features the following fields:

· User Connection ID.
Similar to the Port number, this identifies a user connection. A size of 8 bits and thus a range of 256 is proposed, allowing for up to this number of user connections to be transported within a multiplexed connection. Note that not all user connections transported within a multiplexed connection necessarily contribute PDUs to a single multiplexed packet. If more than 256 user connections are required at the same time between a pair of MGWs, it is assumed that the MGWs set up several multiplexed connections.

· Length; Unit bytes. The inclusion of a length simplifies the demultiplexed of PDUs and allows for any payload format, as no length indication from the payload is required. For instance, IuFP transparent mode can be supported in addition to support mode.
A size of 8 bit provides a range of 256 bytes, which is sufficient for typical payloads. For potential payloads larger than 256 bytes, the IP header overhead is less significant and transport outside a multiplexed connection would be acceptable. 
· Time Offset.
This allows correcting jitter resulting from multiplexing as described in Annex B. Should CT3 decide to apply RTP timestamps end-to-end on the Nb interface, time offsets could be used to reconstruct end-to-end timestamps (apart from an arbitrary but insignificant shift of the initial value of the timestamp).
A size of 8 bits and a unit of 0,125 msec is proposed. Assuming a maximum collection period of 20 msec, the available range of 32 msec would be sufficient. The granularity of 0,125 msec should be sufficient to correct jitter. 
The number of PDUs within one multiplexed packet does not need to be provided, as the end of packet can be determined with the help of the length field within the UDP packet.

	Bits


	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	Source IP, Dest IP, …
	20/40
	IP

	Source Port, Dest Port, Length, …
	8
	UDP

	Timestamp, Payload type, CSRC, SSRC, …
	16
	RTP

	User Connection ID
	3
	MP

	Length
	
	

	Time Offset
	
	

	PDU Type (=0)
	Frame Number
	1
	NBFP Control Part

	FQC
	RFCI
	1
	

	Header CRC
	Payload CRC
	2
	NBFP Check Sum Part

	Payload CRC
	
	

	Payload Fields
	0–n,
AMR 31
	NbFP Payload part

	Payload Fields
	Padding
	
	

	
	3
	MP

	
	e.g. 35
	NbFP

	
	3
	MP

	
	e.g. 35
	NbFP

	
	3
	MP

	
	e.g. 35
	NbFP


Operational aspects of multiplexing connection

Maximum Size of multiplexed packages?
To ease the operation of existing RTP implementations, and avoid a fragmentation of IP packets, it might be helpful to restrict the size of multiplexed PDUs, e.g to 1500 bytes (allowing for at least 37 AMR PDUs within).
To comply with this limitation, a multiplexer could be mandated to send a multiplexing PDU once this threshold is reached.
Aggregation time for multiplexed PDUs
There is a trade-off between multiplexing gain and additional delay when choosing an aggregation time. Delay and jitter (jitter may be corrected as proposed in annex B) induced by multiplexing increase with the aggregation time, but the number of multiplexed payload PDUs increases. To limit delay and possibly jitter, a maximum aggregation time should be set, preferably as operator option. Furthermore, the aggregation time could automatically be adjusted dependent on the number of user connections assigned to the multiplexing connection.
Transmission in irregular intervals

If the moment of sending a multiplexed PDU is determined by the PDU size rather than the transmission time criteria, the sending may not always occur in regular intervals, as the arriving PDUs of user connections are likely not be evenly distributed over time. However, the additional aggregation time sending criterion limits the differences in the intervals. Furthermore, if the aggregation time is set to smaller values, e.g. 2 msec, the maximum size criterion will hardly become effective (Assuming a range of 256 for the user connection ID, an average of only 25 AMR PDUs per 2 msec sampling period are to be expected, an 37 would fit into 1500 byte).
RTP is capable to handle transmission in irregular intervals and allows for jitter computation with the help of the RTP timestamp, but some implementations might have problems.

Inband Signalling in Multiplexing Connection?

For a robust operation of a multiplexing connection, Inband signalling in multiplexing PDUs might be introduced, e.g. for the following tasks:

· Closing down of multiplexing connection. This could be helpful e.g. if a MGW is shut down. However, the multiplexing connection could also be terminated automatically when the last assigned user connection is terminated or no data arrive during a grace period.

· Capability and preferences exchange, e.g. maximum size of Multiplexing PDU, or maximum aggregation time for multiplexing PDU. As an alternative, upper bounds or fixed values could be defined in the standard or operator configurable at the MGWs.

As outlined, there are alternative solutions for the addressed issues, so Inband signalling is ffs.
Signalling considerations

Requirements

The signalling needs to perform the following tasks:

1. Negotiation if multiplexing is applied for a given user connection

2. Negotiation which multiplexing connection is applied for a given user connection
3. Negotiation of user connection ID for user connection within multiplexing connection

4. Procedures need to be backward compatible. As a fallback, a non-multiplexed user connection shall be set up if the SDP answerer / MGW sending the IPBCP response does not support multiplexing and the related signalling extensions
5. Procedures shall not require that MGW sending IPBCP request knows peer MGW. Otherwise, BICC deferred BIWF selection would be required and operation of BICC network would become more complicated. (Similar problems would be encountered for SDP offerer in Annex A scenario, because SIP will be forwarded by proxies)
6. Signalling procedures shall allow the automatic set-up of multiplexing connection to avoid burdening operators with pre-configuring such multiplexing connections.
Backward compatibility considerations

As IP transport without multiplexing on the Nb interface is available since Rel-4 and corresponding MGWs are already deployed, it is proposed to add multiplexing as an additional option, and keep the support of IP transport without multiplexing mandatory.

To maintain backward compatibility, to keep extensions simple and local to the MGW, and to maintain compatibility with BICC procedures, it is beneficial to extent IPBCP signalling with new parameters rather than introducing new messages or even a separate signalling protocol.

Siemens is confident that a new version of IPBCP is not required for these tasks.

The required signalling additions could be conveyed within SDP Media attributes.

TS 29.414 states in Clause 6.3.3.5:

“The following media attribute shall be supplied: "a=rtpmap:<dynamic payload number> VND.3GPP.IUFP/16000", where :<dynamic payload number> is the same dynamic payload type number as in the above media announcement <fmt list>.

Other media attributes shall not be used. They shall be ignored in the MGW receiving an IPBCP message.”

Note that ignoring unknown SDP attributes is also required in draft-sdp-new: “If an attribute is received that is not understood, it MUST be ignored by the receiver.”

Thus if a MGW supporting multiplexing adds new media attributes related to multiplexing in an IPBCP request, the peer MGW not supporting multiplexing would simply ignore these attributes and not return them in the IPBCP Accepted message. In this way, the MGW supporting multiplexing can decide if it shall apply multiplexing.

The usage of the SDP “a=fmtp” attribute has particular advantages. It allows including parameters related to a MIME Type in SDP. Thus, 3GPP could enhance the existing MIME Type “VND.3GPP.IUFP” with parameters related to multiplexing and define the proposed multiplexed RTP payload format as option of this MIME type. No IETF involvement is required to update the registration of this MIME type at IANA.

As an alternative, a new SDP attribute could be defined. According to draft-SDP-new, an SDP attribute needs to be registered at IANA and need to satisfy the criteria of the RFC 2434 the “specification required” policy, i.e. it could be defined within a 3GPP specification such as TS 29.414. 
Note that a third encoding alternative available when applying the RFC 3264 SDP offer-answer mechanism is not allowed by IPBCP: A new separate RTP payload type for multiplexing (rather than an RTP payload type which is formally a new “mode of operation of  NbFP” is not suitable, as it would need to be offered in addition to the existing “VND.3GPP.IUFP” RTP payload type in the m-line of the IPBCP request. However, Q.1970 states: “The "fmt list" is limited to only one payload type.”
Proposal for negotiating 

It is assumed that both MGWs identify a multiplexing connection by the IP address port pairs used to receive data at the own and at the remote MGW.

It is assumed that the same user connection ID is used for a user connection in both directions

(This rule is necessary because the offerer does not know which multiplexing connection is selected and therefore is not able to select an unused user connection ID for this multiplexing connection)
It is proposed to define either a new parameters for the MIME type “VND.3GPP.IUFP”, or a new SDP attribute: 

· “multiplex”: indicates that multiplexing is supported.

· “User_connection_ID“: To assign a user connection ID to be used in the multiplexing header.
(It is ffs if the port number is also included in this parameter, or if the port number in the m-line is used. Supplying an own port number has the advantage that a MGW does not need to be prepared to receive either multiplexed or non-multiplexed payload on the same port before receiving the answer.)


A MGW A wishing to apply multiplexing shall add the multiplexing parameter in the SDP offer / IPBCP Request. The offering MGW A indicates a free port, which may be used at the MGW A to receive data within a new multiplexing connection. 
If the MGW B receiving the offer supports and is willing to use multiplexing, it shall shall check if multiplexing connection(s) towards the IP address already exist, and should select one of the existing multiplexing connections for the new user connection, if there a free resources for a new user connection within theses multiplexing connections. If no multiplexing connection exists towards the remote IP address, or if there are no free resources within the existing connections,  MGW B should set up a new multiplexing connection.

If the MGW B sets up a new multiplexing connection, it shall select an unused port to receive data within the new multiplexing connection. If the MGW B selects an existing multiplexing connection, it shall continue to use the existing port to receive data within this multiplexing connection.
If the answering MGW B sets up a new multiplexing connection, it shall send data for this multiplexing connection towards the port number received in the SDP offer /IPBCP request and shall store this port number. However, if the answering MGW B decides to use an existing multiplexing connection, it shall ignore the port number received in the in the SDP offer /IPBCP request and shall send data towards the previously stored port number.
The answering MGW B shall select a user connection ID for the user connection, which is not yet used within the selected multiplexing connection. The MGW B shall use this user connection ID to send and receive data for the new user connection.
In order to avoid that the same user connection ID is assigned by both peer MGWs of a multiplexing connection to different user connections in a race condition, the MGW that sets up the multiplexing connection and assigns the first user connection ID should be assigned a part of the range of the user connection IDs to select from, while the peer MGW obtains the other range.  For instance, one MGW could start assigning user connection IDs from the lower border of the value range, while the other MGW could start from the upper range. 
If the MGW B decides to use a multiplexing connection, it shall supply the multiplexing parameter, the port number it uses to receive data for this multiplexing connection, and the user connection ID assigned to the new user connection in the SDP answer/IPBCP response. If the MGW B selects not to use multiplexing, it shall not supply the multiplexing parameter. A MGW B not supporting the multiplexing signalling extension will also not supply the multiplexing parameter.

After sending the IPBCP response / SDP answer, the MGW B may start sending data for the new user connection within the multiplexing connection and shall be prepared to receive data for this user connection. 
It the offering MGW A receives the IPBCP response / SDP answer containing the multiplexing parameter, it shall check if an existing multiplexing connection towards the IP address and port number received in the IPBCP response / SDP answer exists. If such a multiplexing connection exists, the MGW B shall select it to multiplex the new user connection within. If no such multiplexing connection exists, MGW A shall set up a new corresponding multiplexing connection and use this multiplexing connection to transport the new user connection. 
If a new multiplexing connection is set up, MGW A shall receive data for this multiplexing connection within the port number it provided in the SDP offer / IPBCP request. However, if an existing multiplexing connection is used, MGW A shall continue to use the existing port assigned to this multiplexing connection to receive data within this multiplexing connection.  MGW A shall send data for the new or existing multiplexing connection towards the IP address and port number received in the in the SDP answer /IPBCP response. For an existing multiplexing connection, this IP address and port number will not change.
The MGW A shall use the received user connection ID for the new user connection.

After receiving the IPBCP response / SDP answer, the MGW A may start sending data for the new user connection within the multiplexing connection and shall be prepared to receive data for this user connection. 

It the offering MGW A receives the IPBCP response / SDP answer not containing the multiplexing parameter, it shall not apply multiplexing and set up a normal user connection in accordance with existing specifications.
Example : MGW A and MGW B support the new transport option.

     IPBCP Request: (MGW A -> MGW B):
          c=IN IP4 host.anywhere.com // MGW B shall select a mp. connection to host.anywhere.com
          m=audio 49180 RTP/AVP 97 // // Port 1480 is used if no multiplexing connection is set up
          a=rtpmap:97 VND.3GPP.IUFP/16000

          a=fmtp:97 multiplex ; Multiplex_Port=49170
// multiplexing is offered. Port 49170 will be used only if a new mp. connection is set up
    IPBCP Response: (MGW B  -> MGW A):
          c=IN IP4 host.example.com
          m=audio 49320 RTP/AVP 97
// Multiplexing connection identified by port 49320 and Addr. host.example.com
          a=rtpmap:97 VND.3GPP.IUFP/16000

          a=fmtp:97 multiplex; User_connection_ID=11 

// multiplexing is selected and user connection ID 11 assigned
Both MGW A and MGW B are informed by the server if a user connection is terminated by the removal of the corresponding H.248 termination. If a user connection is terminated, MGW A and MGW B may assign the corresponding user connection ID to another user connection after a grace period. If the last user connection assigned to a multiplexing connection is terminated,  MGW-A and MGW-B shall also terminate the corresponding multiplexing termination. The multiplexing termination may also be terminated if no data arrive for a grace period.
Annex A: Proposals How to Apply Multiplexing together with SIP
Siemens proposes to study multiplexing at the Nb interface to improve the bandwidth efficiency in CT3 and to focus the proposed study conducted by CT3 should on this scenario. However, motivated by the discussions at the last CT3 meeting, some considerations on how the multiplexing solution outlined in this contribution could be applied in other scenarios where SIP is applied for signalling are provided here to demonstrate that the proposed concept is future proof.

Where is multiplexing applicable?

Multiplexing as proposed offers bandwidth savings if many user connections are transported by IP between the same network entities. In the classical SIP paradigm, media are applied between terminals and multiplexing is not suitable. However, recent work e.g. in TISPAN shows that SIP networks where user connections are transported between nodes in the core network serving many user connections are to be expected:

· In the TISPAN IMS, a BGF that translates IP addresses and ports will be applied both towards the access network and towards other IP or IMS networks. In addition, the MRF, and PSTN gateway also serve many user connections (see figure).
· If SIP is applied in a softswitch-style architecture, such as envisioned for Profile A of ITU-T SG11 Q.1912.5 of in the TISPAN emulation subsystem, many user connections between the same nodes are also to be expected.
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Multiplexing Payload Format

The TISPAN IMS scenario shows that RTP will be applied end-to-end, although the IP addresses and ports will be changed by BGFs. It is expected that RTCP will also be exchanged end-to-end. Here, RTP fulfils tasks assigned to NbFP at the Nb interface. It is therefore essential that multiplexing allows transporting RTP and RTCP end-to-end.
On the other hand, RTP applied between two core network nodes would allow supervising link quality between those core networks, and thus ease the network operation considerably. Therefore applying RTP both for the multiplexing connection between two core network nodes and within the transported individual user connection makes sense.

This can be accomplished by applying the same multiplexing packet format as for NBFP, and transporting payload such as RTP packets or RTCP packets of user connections within:

	Bits


	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	Source IP, Dest IP, …
	20/40
	IP

	Source Port, Dest Port, Length, …
	8
	UDP

	Timestamp, Payload type, CSRC, SSRC, …
	16
	RTP

	User Connection ID 1
	3
	MP

	Length
	
	

	Time Offset
	
	

	Timestamp, Payload type, CSRC, SSRC, …
	16
	RTP

	RTP  Payload
	e.g. 33
	e.g. AMR

	User Connection ID 2, …
	3
	MP

	Timestamp, Payload type, CSRC, SSRC, …
	16
	RTP

	RTP  Payload
	e.g. 33
	e.g. AMR

	User Connection ID 3, …
	3
	MP

	RTP control information
	e.g. 64
	RTCP


Signalling considerations

The requirements that guided the design of the signaling proposal for IPBCP in the main text are also applicable for SDP offer-answer exchange according to RFC 3264, as applied by SIP. Also, compatibility considerations for IPBCP and SDP offer-answer are quite similar, as both IPBCP and SDP offer-answer apply an exchange of two SDP-encoded messages.
The proposed signalling outlined below is a compatible extension of the signalling proposed for IPBCP, as the SDP and MIME parameters and RTP payload type (VND.3GPP.IUFP) is applied for the multiplexed packet. (Note that there is no intention to introduce NuFP support mode in this scenario, but the multiplexing RTP payload type is formally regarded as a new mode of NbFP, which is applied.)

Some extensions compared to the proposal in the main text are required:

· Unlike IPBCP, which is not intended for a codec negotiation (which is rather performed using BICC), SDP offer-answer is typically used for a codec negotiation. Multiple RTP payload types are allowed in an m-line. It is assumed that the NbFP multiplexing codec is offered as one codec among others. If the multiplexing RTP payload is selected, it shall be the only Codec in the m-line of the SDP answer, as a MGW would otherwise need to reserve resources to be capable to receive the same user connection either multiplexed or separate. However, some mechanism is required to convey the Codecs selected to be transported in the SDP answer.
· If RTCP is transported within the multiplexed packet, it needs to be assigned a user connection ID
(in addition to the user connection ID for the RTP connection)

It is proposed to use additional MIME parameters of the IuFP payload type for this purpose as demonstrated in the example below:

SDP offer: (Node-A -> Node-B):


c=IN IP4 host.anywhere.com 

m=audio 49160 RTP/AVP 98 3 96 97 // RTP Payload for NbFP is added to offer multiplexing

a=rtpmap:98 VND.3GPP.IUFP/16000


a=fmtp:98 multiplex ; Multiplex_Port=49170

a=rtpmap:97 AMR


a=fmtp:97 mode-set=0,2,5,7; mode-change-period=2


a=rtpmap:96 telephone-event

SDP answer: (Node-B  -> Node A-A):


c=IN IP4 host.example.com

m=audio 49320 RTP/AVP 98

a=rtpmap:98 VND.3GPP.IUFP/16000


a=fmtp:98 multiplex; rtp_payload_types=96,97; user_connection_id=11; rtcp_connection_id=12;

// Same information as for NbFP. In addition, feedback on selected Codecs is provided. To allow multiplexing end-to-end RTCP, a separate connection ID is provided


a=rtpmap:97 AMR


a=fmtp:97 mode-set=0,2,5,7; mode-change-period=2


a=rtpmap:96 telephone-event

Note that the above SDP extensions required for signaling could be included fairly easily in H.248 connections, for instance at the Mn, Mp, or Ia interfaces, as SDP or SDP equivalents are already used. Similar to the CS domain, it is reasonable to allocate the processing of multiplexing at the MGW or media processor, rather than at the server.
Annex B: Jitter Considerations

Unfortunately, multiplexing may impose jitter on packets, if several packets arriving at different moments are collected in one multiplexed packet, sent together and also de-multiplexed together:
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The maximum jitter introduced by one multiplexing step is the aggregation period of the multiplexing PDU. This effect will increase if several multiplexing/demultiplexing steps are encountered in one call.
Due to increased jitter, larger buffers at the receiving side might be required. To avoid impacts on network entities not directly affected by multiplexing, e.g. RNCs, it is preferable to compensate the jitter locally at the demultiplexer. The local compensations has the advantage that smaller buffers at the receiver´s side, e.g. at an RNC, are required, and no change to the existing dimensioning is necessary. Further, the receiving side has no means to know how many times a given call has been multiplexed/demultiplexed , and thus would need to dimension buffers for a large number of multiplexing steps.
It is proposed to transmit time offsets for the user data PDUs relative to the moment when the built-up of a multiplexed package and use them to correct jitter at the de-multiplexer as shown in the figure below. 
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