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1. Introduction

This document presents the solution Alcatel proposes for the study work item on Multiplexing at Nb interface with IP transport. It proposes a new optional transport allowing to multiplex several NbFP PDUs on a same IP packet, thus allowing to significantly reduce Nb bandwidth while still bounding jitter to a very low value.

The solution proposed is generic : 



· It applies to IP (IPv4, IPv6 ) and MPLS based core networks ; 

· it efficiently applies to 3GPP Nb bearers but also to VoIP core as well (i.e with IP bearers without Nb Framing Protocol and with any codecs, e.g. G.726, G.729…) ;

· it keeps the RTP /RTCP main concepts ;  

· it aggregates CSCN PDUs in a single packet while introducing a very low jitter (max proposed value is between 500 micro seconds and 1 ms).

The solution relies on the use of a combined UDP-RTP header with shortened fields and on the multiplexing of RTP/UDP compounds over IP or MPLS.


2. Analysis of current transport 

Transport of Circuit Services (CS) in packet mode over IP is using RTP/UDP/IP. There is one CS PDU per IP packet.

This leads to the following overheads:

· IP header : IPv4 header is 20 bytes long, IPv6 header 40 bytes long 

· UDP header (RFC 768) : 8 bytes long

· RTP header (RFC 3550) : 12 bytes long
The total header length is then 40 bytes in IPv4, and 60 bytes in IPv6.

In addition, overhead of the layer 2 is also to take in account when provisioning the bandwidth in the core. 

If Ethernet V2 is used, there are before the IP packet :

· The preambule of 8 bytes

· The Source MAC address (6bytes)

· The Destination MAC address (6 bytes)

· The type field (2 bytes)
And following the IP packet:

· The FCS (CRC on 4 bytes)

· The Frame intergap  (12 bytes)
The layer 2 overhead is 38 bytes (Ethernet V2 case, and 42 bytes if 802.1q is used).

The total overhead is then 78 bytes (Ethernet V2, IPv4). 

Now considering the payload itself, the following sums some 3GPP Nb interface cases :

· AMR 12.2 kbps: 31 bytes from the codec (each 20 ms)

· AMR 10,2 kbps: 26 bytes from the codec (each 20 ms)

· AMR 7,95 Kbps: 20 bytes from the codec (each 20 ms)

· …

· 64 kbps packetized :40 bytes (each 5ms)

Focus on the widely used cases:

· AMR 12.2 kbps: the payload is then 35 bytes (4 + 31 bytes for 3GPP Nb header)

· G.711 5 ms/ CS data service:  44 bytes.

So it appears that the overheads are larger than the payload. This results in huge bandwidth consumption in the core network. 

For voice service, silence is detected and SID frames (5 bytes) are sent. This should lower a bit the average needed bandwidth, but unfortunately, transport of SID frames results in padding as the minimum size of 64 bytes (IP level) is not reached with these SID packets.

In case of a 3GPP Nb interface, the bandwidth consumed for an AMR2 12.2 kbps (35% of silence) call can be computed by:


(38+20+8+12+4+31)*1000/20*8*0,65 + 


(38+20+8+12+4+5 + padding of 15 bytes)*1000/160*8*0,35 = 31,16 kbps

Additional bandwidth should be added (RFC 3550) for RTCP. It is estimated to 0,3 kbps with one SR report every 5 seconds. Then the total is 31,46 kbps per AMR 12.2 kbps call. The overhead is high: (31,46- 12,2)/12,2= 158%
If MPLS is used, the standard way is to transport the IP packet in an MPLS packet. MPLS adds at minimum 4 bytes for the MPLS shim header (1 label stacked). The bandwidth to provision goes from 31,46 kbps to 32,51 kbps.

In case of VoIP interface, many compressing codecs can be used such as G.726 40 Kbps, G.726 32 Kbps, G.729-A at 8 kbps with the same kind of results and a degradation of the voice quality due to many transcoding stages in the end to end communication path. Using G.711 packetized (VoIP: 20 ms of voice frame) leads to a bandwidth need of 95,5 kbps.

Note: If Packet over Sonet (POS) is used as a layer 2, the Ethernet V2 overhead (38 bytes) is replaced by a shorter one (7 bytes) due to the HDLC framing used by POS.

3. Description of RTP/UDP Compounds 

This section analyses the usage of UDP and RTP header fields in the context of Circuit Services transported in packet mode in the core network and defines a RTP/UDP compound with shortened header fields. 

For each field, the "status line" states if the information is required in CSCN context, and thus whether it shall be kept in a short compound UDP-RTP header.

Recall that Circuit Services needs QoS from the IP / MPLS core: low loss, low jitter, low one way delay.  

UDP protocol is indicated in the IPv4 header in the protocol field. The value assigned to UDP by IANA is 17. In IPv6, next protocol header field plays the same role. 

UDP (RFC 768)

· UDP Destination Port (16 bits) : identifies the bearer at the destination IP port. It is  signalled via IPBCP protocol.
Status: Kept. Note that 30 K Erl per IP address (30 K UDP ports for RTP plus 30 K ports for RTCP) fits well with a Ge interface capacity and for AMR 12,2 kbps bearer: 30K * 31,46 kbps = 943,8 Mbps.

· UDP Source Port (16 bits) : identifies the bearer at the sending source IP port. It is used to validate the payload by controlling the 4 uple (Source IP address, Destination IP address, Source UDP port, destination UDP port).
Status:  Dropped. The control on the IP (source/destination) addresses plus the control on the destination port is sufficient in our NGN context (MG to MG). Encryption / authentication are more powerful tools in case of DOS attack than those controls.

· Length (16 bits) : UDP packet length. Note that the current practice is one UDP packet in one IP packet. So the length field is only used for control purpose.
This information is really needed when multiplexing several CS PDU in a packet, but this field can be shortened. 
· VoIP G.711 packets are sent every 20 ms. This gives a payload of 160 bytes

· 3GPP G.711 packets are sent each 5  or 20 ms. This gives a payload of 44 or 164 bytes, Nb header included.

· 3GPP AMR packets are sent each 20 ms. AMR12.2 kbps leads to a payload of 35 bytes

Status: Kept, but can be shortened down to 8 bits for CS packet transport.

· Checksum (16 bits) :  checksum on the payload.
Status: Dropped. Reason is that transport protocol with CRC  (FCS field of 4 bytes) are used in the core network (Ethernet, POS).

RTP (RFC 3550)

· Version(2 bits) : identifies RTP version. Value is 2.
Status: Kept. Version set to 3 will be used to identify a compound UDP-RTP packet. As it is needed to assign a new protocol identification value to fill the IP header (instead of the UDP value of 17), setting version to 3 is not conceptually mandatory but is a help for implementation based on a RTP update. 

· P bit (1 bit) : identifies if a padding octet exist. May be needed for some encryption mechanism.
Status: kept 
· X bit (1 bit) : identifies a RTP header extension.
Status: Dropped. No need in our context.

· CC bits (4 bits) :  count of contributing sources. 
Status: Dropped. Not used in our context as no mixer usage.

· M bit (1 bit) : Marker bit. 
Status: Kept. Used in VoIP context when talk spurt resumes after silence, or for DTMF digits (RFC 2833).
· PT bits (7 bits) : Payload type. Identifies the format of the RTP payload. Signalled in H.248 messages between MGC and MG.  Dynamic value of PT, meaning PT value per bearer, is the standard (Table 4/ RFC 3551).
Status: Kept.

· Sequence Number (16 bits) : RTP packet number, it increments by one at each new RTP packet of this session. This information is really needed to identify missing packets in the user plan and for RTCP need to compute packet loss rate. 
Status: Kept, but can be shortened for many reasons. One reason is the QOS need, the transport should offer low loss (eg, see 3GPP TS 23.107, QOS concept and architecture, and 3GPP TR 25.853 Delay budget within the Access Stratum /Table 1)

· Timestamp (32 bits) :  “As an example, the timestamp clock would likely increment by one for each sampling period”.  Sampling period values are 8kHz (VoIP) or 16 kHz  (3GPP). Initial value shall be random (RFC 3550 section 5.1). It is used to compute the interarrival jitter (RFC 3550, Annex A.8).
Status: Kept, but can be shortened ( eg , 15 bits gives 2 seconds  before wrapping for 16 KHz resolution).

· Synchronisation source Id (SSRC) (32 bits) : Source identification. Shall be unique in a particular session. 
Status: Dropped, the UDP port is used instead to identify the bearer. Limitation to 30 K bearers per IP address is OK in our context: one IP card with a Ge interface is capable of 30 K Erl with one IP address (3GPP Nb interface, AMR 12,2 kbps).

· Contributing source Id (CSRC) (32 bits) : Contributing source. Needed when a mixer combines several sources.
Status: Dropped, as no mixer in our context. Conference is done using specialized TDM circuits that adds each party to build the output signal. This output signal is packetized depending on the destination codec, or transmitted in TDM G.711 A law / mu law.

4. Description of the Multiplexed PDU  
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Protocol version octet 

· The version bits are set to 3 in order that an implementation based on RTP ( “enhanced RTP”) discriminates immediately this format from the standard one (V=2)

· The P bit of the standard RTP header has been kept. Padding for 32 bits alignment may be needed for encryption. See RFC 3550 for details. If padding is requested, it is done on the set of multiplexed PDUs. 

· The format field (FMT) is a three bit field. It indicates which header format set is used.
· FMT = ‘001’b and ‘010’b are defined below.
· Other values are reserved for future use
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Format 1

Bit 0 of octet 5 set to ‘1’b indicates this header format (7 bytes long). 
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· The N bit indicates if a next PDU header (and its payload) is following Length bytes after this header. 

· The Bearer Reference identifies the bearer at the destination side. Value is equal to the destination UDP port divided by two. UDP port is an even number (RFC 3550). It is allocated by the MGW and signalled by H.248 & IPBCP (in the same way as currently standardized).

· The sequence number field has the same role as the RTP standard sequence number. It is shortened from 16 bits to 8 bits (256 packets).

· The Length field gives the PDU length. It is 8 bits long, so covers all CS packets (TS 26.102, TS 26.201, TR 23.910, RFC 3551).

· The timestamp has the same usage as in the standard RTP. The field is shortened from 32 bits to 15 bits. Between MGWs, 

· the clock reference is 16 Khz for 3GPP Nb, the timestamp modulo is then 2 seconds (100 packets spaced by 20 ms).  

·  8 KHz for VoIP, the modulo is then 4 seconds (200 packets spaced by 20 ms).

· The M bit has the usage as in the standard RTP. 

· The PT field is 7 bits as in the standard RTP. Value is signaled in H.248.

Format 2

Bit 0 of octet 5 set to ‘0’b indicates this header format (6 bytes long). 

M and PT fields are inherited from the previous PDU.
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FMT=’001’b: VoIP application

M and PT fields are present in the PDU following the protocol version octet (i.e the first PDU uses Format 1).

Next PDU may use Format 2 if it can inherit the M and PT fields from the previous PDU, and so on. Inheritance is statistical. If M or PT fields are different from the previous PDU(s), inheritance cannot be done and the next PDU uses Format 1.

FMT= ‘010’b: 3GPP Nb application

M and PT fields are not present in the first PDU (Format 2). All PDUs should preferably use Format 2:

· The M bit is omitted as ignored by 3GPP TS 29.414 (section 6.2.3.1.5)

· The payload type (PT field) can be omitted between MG as the IuFP header is self sufficient (TS 25.415)

Note: 3GPP IuFP header has a sequence number field of 4 bits which increments by one each 20 ms. This sequence number cannot be used as a RTP time stamp due to its too weak resolution.

Multiplexing details

· The new format and the one currently standardized can coexist simultaneously on an IP interface.  A single format (the new one or the currently standardized) is used for a bearer. Then remote MGWs that know this new format can be interfaced as well as MGWs that ignore it.
· The feature relies on setting of a new protocol identification in the IP header (no use of UDP). A number shall be asked to IANA.
· Bearers that goes to the same IP destination (or LSP) and with the same QOS may be multiplexed in the same pipe. As example, there may be different DiffServ class used in VoIP networking.

· An aggregation timer is set when a PDU enters an empty pipe. This timer value is configurable and limits the jitter introduced on a multiplexed PDUs. The recommended value is 500 microseconds.
There are two other parameters to limit the aggregation:

· Maximum total packet size in bytes, 

· Maximum number of multiplexed PDUs. 

All those three parameters are configurable.
5. Description of signaling procedures

RTCP runs normally. RTCP packets are transported as usual by UDP/IP packets. In other words, the proposal allows to keep a traditional RTP / RTCP usage, and enables to multiplex up to 30 K bearers per IP address (RTCP takes the next higher odd UDP port number, see RFC3550).

As IP transport without multiplexing on the Nb interface is available since 3GPP Rel-4 and corresponding MGWs are already deployed, it is proposed to add multiplexing as an additional option, and keep the support of IP transport without multiplexing mandatory.

It is proposed to slightly modify the 3GPP IP bearer establishment procedures to negotiate, on a per call basis, the use of the new transport option. The required signalling additions could be conveyed within SDP media attributes. 

A MGW supporting multiplexing would add a new media attribute related to multiplexing in an IPBCP request, the peer MGW not supporting multiplexing would simply ignore these attributes and not return them in the IPBCP Accepted message. In this way, the MGW supporting multiplexing can decide if it shall apply multiplexing.

It is proposed to define 2 new parameters for the MIME type “VND.3GPP.IUFP” : 

· “transport” : defines the transport option proposed to be used for the call ; implementation of the transport proposed by this document would set transport to “CS_Core_RTP” ;

· “fmts” : list of transport formats proposed to be used for the call ; MGW implementing 3GPP Nb transport would set “fmts” to 2 (format 2) ;  

Example : MGW1 and MGW2 support the new transport option.

     IPBCP Request: (MGW1 -> MGW2)

          m=audio 49170 RTP/AVP 97

          a=rtpmap:97 VND.3GPP.IUFP/16000

          a=fmtp:97 transport=CS_Core_RTP; fmts=2

    IPBCP Response: (MGW2 -> MGW1)

          m=audio 49320 RTP/AVP 97

          a=rtpmap:97 VND.3GPP.IUFP/16000

          a=fmtp:97 transport=CS_Core_RTP; fmts=2 

The following parameters would be configured locally in each MGW :

    - the maximum number of PDU that can be aggregated together

    - the value of the aggregation timer

    - the maximum length of a multiplexed PDU set

For VoIP, a similar approach could be used, relying on the use of the SDP media attribute line conveyed e.g. via IPBCP (if used) or SIP. 

Changes would be confined to the MGW, i.e. Mc and Nc interfaces would not be modified.

6. Bandwidth savings 

IP Core

· Assuming an average of 5 PDUs multiplexed per IP packet, the new bandwidth required to transport the AMR2 codec (12.2 kbps) on a 3GPP IPv4 bearer with Ethernet v2 transport becomes : 

((38+20+1+(6+4+31)*5)*(1000/20)*8*0,65)/5 + 


((38+20+1+(6+4+5 )*5)*(1000/160)*8*0,35)/5 = 14,2 kbps

Adding the amount for standard RTCP leads to  14,2+0,3= 14,5 kbps 

This computation needs further refinement as SID packets may aggregate with voice PDU in any fashion, but gives 

an idea of the new bandwidth need. 

MPLS Core

Assuming that MPLS is available end to end between MGWs, MGWs will establish (using RSVP-TE) LSP with QOS characteristics. When LSP are established end to end, it is useless to transmit the IP header. In other words, the generic format of multiplexed PDUS follows the MPLS header. This will bring further bandwidth savings as one MPLS label is 4 bytes compared to an IPv4 header of 20 bytes (40 bytes is IP V6) following the MPLS header.

Assuming an average of 5 PDUs multiplexed per packet, the new bandwidth required to transport the AMR2 codec (12.2 kbps) with Ethernet v2 transport becomes:

((38+4+1+(6+4+31)*5)*(1000/20)*8*0,65)/5 + 


((38+4+1+(6+4+5 )*5)*(1000/160)*8*0,35)/5 = 13,31 kbps


Adding the same amount for standard RTCP leads to:  13,31+0,3= 13,61 kbps 

Results

In IPv4 case, if we compare with the 32,72 kbps initial value, the total bandwidth (i.e including Ethernet V2 overhead) needed has been divided by 2. 

Total bandwidth is reduced by 40 % considering only IP layer (i.e excluding the Ethernet V2 overhead).

MPLS: MPLS brings an additional moderate gain.

The following curves show how the gain evolves with the average number of multiplexed PDUs. It shall be noticed that the gain increases slowly after a small number of multiplexed PDUs.
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It is expected to get an average number of 5 multiplexed PDUs per packet as soon as 300 Erl is foreseen to the 

destination.

The computation is the following:

· Assume 35 % of silence (SID update)

· Assume a 500 micro second aggregation timer

· Number of PDUs (AMR codec produces one PDU each 20 ms, i.e 50 per second)

· Voice frames 300 * 50 *0,65 = 9 750

· SID frames (160 ms period) 300*(1000/160) * 0,35 =  656

· Total number of PDU  9750 + 656= 10406 

· Average number of PDUs per 500 micro second window: 10406* 500 1E-6 = 5,2    (> 5)
This property is linear (values with aggregation timer of 500 micro seconds and no SID): 

· For 300 Erl, N = 5, maximum IP packet size (AMR12.2)= 226 bytes

· For 600 Erl, N = 10, maximum IP Packet size (AMR 12.2)= 431 bytes

· For 900 Erl, N = 15, maximum IP Packet size (AMR 12.2)= 636 bytes

· For 1200 Erl, N=20, maximum IP Packet size (AMR 12.2)= 841 bytes

· For 1500 Erl, N=26, maximum IP Packet size (AMR 12.2)= 1087 bytes

7. Conclusion

The contribution proposes to define a new optional generic  transport format allowing to efficiently transport speech and data calls inside IP-based (Ipv4 / Ipv6) or MPLS-based CSCN, by defining a shortened RTP/UDP compound and by multiplexing several compounds inside the same IP or MPLS packet.

It is suited for 3GPP IP bearers but also more generally to all VoIP bearers. It also preserves the existing RTP/RTCP principles (one RTP/RTCP flow per call). 

Alcatel proposes to adopt this new encoding scheme as a Rel-7 transport option. 

As the problem of RTP/UDP/IP overhead and the new multiplexing transport option presented in this contribution are not specific to 3GPP context, Alcatel believes that the new transport scheme should be standardized directly at IETF. In particular, a specific protocol value should be allocated by IANA, to be used in the protocol field of  the IP V4 header or the next header field of the IP V6 header. 

Application to the IMS context is to be discussed more in detail in a Border Gateway. The proposed format allows  many type of extensions such as efficient tunnelling, keeping RTP timestamp of tunnelled bearers being end to end, and allowing to measure the tunnel performance (loss, jitter,..), to be discussed in the WIT.

Changes to 3GPP specifications would be very limited and would only affect the 3GPP TS 29.414  to include the description of the new transport option with a reference to IETF specification, plus IPBCP modifications for negotiation of the use of the feature.

For information, annex A indicates why existing standards on compression and multiplexing are not deemed applicable in CSCN context.
As an alternative, the solution could also be standardized in 3GPP without any change in IETF. This would just require to place a PPP MUX header (RFC3153, simple format of 2 bytes when payload length is greater than 63, else 1 byte) after the IP V4 or IP V6 header. The length of this PPP MUX header would then be initialized with the total header of the multiplexed PDUs with their header. This is however not the way forward preferred by Alcatel.

Annex - Prior State of the Art & why existing standards are not suitable for CSCN context.

This section deals with basics of header compression as stated in various RFC, Internet drafts and the conclusion.
1. RFC 2508 [CRTP]

This RFC details how to compress IP/UDP/RTP. It has the same background of RFC 2507.

Highlights:

· Link by link compression, for low speed Serial Links

· Differential coding (per RTP session context )

· RTP session identified by a CID – configured as 8 bits or 16 bits-

· Defines 5 types of packets: FULL_HEADER, COMPRESSED_UDP, COMPRESSED_RTP, CONTEXT_STATE, COMPRESSED_NON_TCP. Compressed_RTP is the packet type that provides the shortest header, and can be used only when the compressor and decompressor are synchronized.
· Constraints bring on the link layer:

a. Should support the packet type indication
b. Should give the length of the transported data
c. Should offer low loss
· IP header length field and UDP header length field have been reused for FULL_HEADER packets to transmit CID, generation and sequence number information.

· Compressed_RTP minimum header is 3 bytes long (no unexpected delta ) for a 16 bit CID,

5 bytes if UDP checksum is handled. If the timestamp changes as not expected, the compressed header length becomes respectively 4 and 6 bytes (at minimum) due to the delta transmission. 
Example of CRTP packet: Compressed_RTP packet for a 16-bit context ID

            0               1              

            0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

           +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

           |              CID              |

           +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

           +-+-+-+-+-+-+-+-+

           |M S T I|  seq  |

           +-+-+-+-+-+-+-+-+

If UDP checksum is not zero, it is transmitted as it is:

           +. . . . . . . . . . . . . . . .+

           |        UDP Checksum           |

           +. . . . . . . . . . . . . . . .+

conditionally followed by field(s) of variable length:

           +...............+

           / delta IPv4 ID /     (if I = 1)

           +...............+

           / delta RTP seq./     (if S = 1)

           +...............+

           / delta RTP TS  /     (if T = 1)

           +...............+

Notes:

    * M is the RTP Marker bit
    * Seq is a sequence number (0-15) replacing the RTP sequence number.

    * If UDP checksum is non zero, it is transmitted just after the MSTI-seq octet.
    * There is a special case when MSTI= ‘1111’b to indicate CC change. See RFC 2508. 

     * Delta encoding is through a table. Extension to 2 bytes or 3 bytes is possible. 

· When a RTP packet has been lost, the decompressor becomes de-synchronized and sends a Context_State packet to the compressor. The context state packet may hold several session contexts. There is a bit that indicates that the session context has been invalidated or not. Context state packets may be only advisory (use is to check synchronization). Compressor shall send next packet with Full_Header packet type or Compressed_UDP packet type to resynchronize the decompressor for an invalid session context . So there may be a period of time where the decompressor has invalidate the context and a compressed RTP packet may be received. In this case, the received packet is discarded. It may also happen that a Context_state packets is lost in its turn. For all those reasons,  the link should have a low loss rate.

· As the sequence number is only 4 bits, if 16 packets are lost in a row and there is no link layer error indication, the decompressor will generate packets that are not valid. If UDP checksums are transmitted, 

there is an algorithm (the “Twice “ algorithm, RFC2507) that may succeed to repair the session context. The RFC recommends to verify the UDP checksum periodically, ‘perhaps one out of 16 packets’.

2. RFC 3545 [ECRTP]

This RFC is an enhancement of RFC 2508 for links with high delay, packet loss and reordering.

It achieves more robust operation by using Compressed_UDP packets N times before using Compressed_RTP packets. N value is configurable and depends on the link characteristics.

· There are three modifications of  the Compressed_UDP header, see the document for details.

· Compressed_RTP packet is unchanged. Nevertheless, a HDRCKSUM is defined. It may be used when the UDP checksum is zero. It is computed as the 16-bit one’s complement of the one’s complement sum of the pseudo-IP header (as defined for UDP), the UDP header, the first 12 bytes of UDP data (assumed to be a RTP header). The HDRCHKSUM allows to run the Twice algorithm. 

3. RFC 3095 [ROHC]

This RFC is another approach for links with high delay, packet loss and reordering.

There is no constraint on the link layer to indicate the packet type  as per RFC 2508 . Packet type is encoded in the ROHC header.

It introduces far more complexity and features.

Highlights:

· 3 states in the  compressor : Initiation and Refresh (IR), First Order (FO), Second Order (SO)

· 3 modes of operation: Unidirectional mode (U), Bidirectional Optimistic (O), Bidirectional Reliable (R). State machine are given for each modes.

· ROHC begins in the unidirectional mode and move to other mode is possible when feedback is received.

· 5 packet types defined

· 2 feedback types. Type 1 is an ACK with a sequence number, Type 2 is made of an Ack type, a Mode, a Sequence number and Feedback options. Minimum size is 2 octets after the feedback header and context identification.

· Feedbacks may be grouped and optionnally piggy backed.

· 4 profiles

· …

As a result, the minimum overhead is 4 bytes before the RTP codec payload, supposing less than 16383 RTP sessions.  A 3 bytes CID allows to go over 16383 seesions. UDP checksum (2 bytes) and overhead for optional ACKs are to be added. A compressor that expects ACKs will repeat updates until ACK is received.

Example of ROHC packet: Padding octet followed by Type 0 packet for a 16-bit context ID in U mode

            0               1              

            0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

           +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

           |1 1 1 0 0|0 0 0|0 0| Seq | CRC |

           +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

           |1 0|        14 bits  CID       |

           +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

If UDP checksum is not zero, it is transmitted as it is:

           +. . . . . . . . . . . . . . . .+

           |        UDP Checksum           |

           +. . . . . . . . . . . . . . . .+

4. Tunnelling Multiplexed Compressed RTP [TCRTP]

This is a draft from CISCO (B.Thompson). RFC 4170 classified as  Best Current Practice RFC (September 2005) can be found on the Internet but not in IETF RFCs pages. This RFC text and the draft available at IETF seem very close.

The link by link compression scheme (CRTP, ECRTP, ROHC,..) is rejected for transport of RTP in the core network.

ROHC is not considered. 

The proposed method combines L2TPv3 (RFC 3931), PPP multiplexing (RFC 3153) and ECRTP (RFC 3545). PPP mux is used to aggregate several RTP compressed packets. The protocol field of PPP is used to indicate the CRTP packet type. Aggregation timer is indicated to be in the range of (5,10) milli second.

As a result, the overhead is at minimum 5 bytes per RTP stream (2 for PPP, 3 for ECRTP), and 7 if UDP checksum is transported for compressed voice in G72X.

This method does not perform better than Alcatel  proposal. TCRTP do need compressor / decompressor in MGs (ECRTP). Applying L2TP and PPMUX is a bit tricky. It does not fit with the signalling we use. 

5. Framing RTP and RTCP Packets over Connection Oriented Transport

This is a draft from UC Berkeley (J.Lazzaro). 

The proposal is to use a TCP connection. Two bytes before each RTP or RTCP packet indicates the  mux packet length. 

This method performs very bad compared to Alcatel proposal. Framing over a TCP connection is not suitable.

6. Why existing standards are not suitable for CSCN context 

1. Compression schemes (CRTP, ECRTP, ROHC) are all including an IP header. But it is mandatory to have a regular IP header for forwarding 
in the IP core network.

2. Multiplexing of several RTP packets is the only way to lower the weight of IP header overhead (plus the Ethernet overhead if it’s there). Multiplexing lacks to be standardized

3. Header compression (CRTP, ECRTP, ROHC) are designed to use delta encoding.  When RTP encapsulation is done at the signal source, one can assume no jitter when sampling the signal. In 3GPP MG context, there may be some jitter from the 3G terminal up to the MG, eg due to AAL2 CPS aggregation (CU Timer parameter) in the ATM RNC. Recall also that the max CDV is generally 250 micro seconds for an ATM CBR VC. This figure applies typically between an ATM RNC and a MG.  With a clock at 16 Khz at the Nb interface, the time tick is 62,5 micro second. So the  RTP time stamp value cannot be assumed to be exactly 320  (320*62,5 =  20 ms) more than the preceding value. This will generate TS delta by the compressor with a high probability, and then will degrade bandwidth savings.

As a conclusion, delta encoding of the timestamp is not a good design perspective when RTP encapsulation is done far from the source signal. For the 3GPP Nb case, RTP and RTCP main use are to quantify QOS (loss and jitter) of the crossed packet network(s),  segment by segment, as  good operation on the jitter buffer relies only on the Iu header information.

Other points that have been raised in this paper are:

· CRTP or ECRTP needs a compressor packet type information. This information is to be set somewhere, eg after the IP header. It would increment bandwidth need,  and the IP V4 header protocol field has to be changed from UDP. A new value is to be assigned to fill up this field.
· Doing a tunnel between a pair of MG to encapsulate IP packets with twice same IP header is a bit tricky ( the first IP header is for forwarding need, the second IP header, a priori identical, is for CRTP /ECRTP/ROHC compressor need). 
· Implementation simplicity criteria is important and not in favour of ROHC.

· ROHC needs to be configured on a per link type basis.
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Chart1

		1		0.2725734502		0.0535530381		0.1724738676		0.0755905512		0.2313345091

		2		0.471196739		0.17507724		0.2557104142		0.2614173228		0.3577307466

		3		0.5323796339		0.2155853072		0.2834559298		0.3233595801		0.3998628258

		4		0.5629710814		0.2358393409		0.2973286876		0.3543307087		0.4209288654

		5		0.5813259499		0.2479917611		0.3056523422		0.3729133858		0.4335684891

		6		0.5935625288		0.2560933745		0.3112014453		0.3853018373		0.441994905

		7		0.6023029424		0.2618802413		0.3151650904		0.3941507312		0.4480137734

		8		0.6088582526		0.2662203913		0.3181378242		0.4007874016		0.4525279248

		9		0.6139568272		0.2695960636		0.3204499505		0.4059492563		0.4560389313

		10		0.6180356868		0.2722966014		0.3222996516		0.4100787402		0.4588477366



AMR 12.2 /IP V4

AMR 12.2 /MPLS

3G. G.711 20 ms / IPV4

3G. G711 20ms /MPLS

G.726 32K 20ms /IP V4

G726 32K 20ms/ MPLS

PDU Muxed

BW savings

0.1074209439

0.3831638328

0.4698871762

0.5132488479

0.5392658509

0.5566105196

0.5689995687

0.5782913555

0.5855183008

0.591299857



IPV4

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		38

		IP V4		20

		Start Octet		1

		CS CORE Hd		6

		NB (IU header)		4

		AMR 12.2 /IP V4		31

		BW wo SID		40.00		28.20		24.27		22.30		21.12		20.33		19.77		19.35		19.02		18.76

		BW w SID		27.79		19.11		16.38		15.02		14.20		13.65		13.26		12.97		12.74		12.56

		w RTCP		28.09		19.41		16.68		15.32		14.50		13.95		13.56		13.27		13.04		12.86

		Savings in kbps		3.38		12.06		14.79		16.15		16.97		17.51		17.90		18.20		18.42		18.61

		% savings		10.7%		38.3%		47.0%		51.3%		53.9%		55.7%		56.9%		57.8%		58.6%		59.1%

				Nb  PDU

				1

		Ethernet		38

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		4

		AMR 12.2		31

		BW wo SID		45.2

		BW w SID		31.17

		RTCP

		BW w SID + RTCP		31.47

		(RTCP)		0.30

		RTCP effective		0.3

										Old		New

										21.84		21.12

										14.70		14.20

										15.00		14.50

										14.20		13.73

		IP level

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		0

		IP V4		20

		Start Octet		1

		CS CORE Hd		6

		NB (IU header)		4

		AMR 12.2		31

		BW wo SID		24.80		20.60		19.20		18.50		18.08		17.80		17.60		17.45		17.33		17.24

		BW w SID		16.75		13.84		12.87		12.38		12.09		11.89		11.76		11.65		11.57		11.51

		w RTCP		17.05		14.14		13.17		12.68		12.39		12.19		12.06		11.95		11.87		11.81

		Savings		3.61		6.52		7.49		7.98		8.27		8.46		8.60		8.71		8.79		8.85

		% savings		17.5%		31.6%		36.3%		38.6%		40.0%		41.0%		41.6%		42.1%		42.5%		42.9%

				Nb  PDU

				1

		Ethernet		0

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		4

		AMR 12.2		31

		BW wo SID		30.00

		BW w SID		20.36

		RTCP

		BW w SID + RTCP		20.66

		(RTCP)		0.30

												old		New

												21.84		21.12

												14.70		14.20

												16.26		15.76

												14.196		13.728

		3GPP

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		38

		IP V4		20

		Start Octet		1

		CS CORE Hd		6

		NB (IU header)		4

		3G. G.711 20 ms / IPV4		160

		BW wo SID		91.60		79.80		75.87		73.90		72.72		71.93		71.37		70.95		70.62		70.36

		BW w SID		91.60		79.80		75.87		73.90		72.72		71.93		71.37		70.95		70.62		70.36

		w RTCP (5%)		91.90		80.10		76.17		74.20		73.02		72.23		71.67		71.25		70.92		70.66

		Savings		5.20		17.00		20.93		22.90		24.08		24.87		25.43		25.85		26.18		26.44

		% savings		5.4%		17.5%		21.6%		23.6%		24.8%		25.6%		26.2%		26.6%		27.0%		27.2%

				Nb  PDU

				1

		Ethernet		38

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		4

		G.711 20 ms		160

		BW wo SID		96.8

		BW w SID		96.80

		RTCP

		BW w SID + 5%		97.10

		(RTCP)		0.30

												old		New

												73.44		72.72

												73.44		72.72

												75.00		74.28

		VOIP

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		38

		IP V4		20

		Start Octet		1

		CS CORE Hd		7

		NB (IU header)		0

		G.726 32K 20ms /IP V4		80

		BW wo SID		58.40		46.60		42.67		40.70		39.52		38.73		38.17		37.75		37.42		37.16

		BW w SID		58.40		46.60		42.67		40.70		39.52		38.73		38.17		37.75		37.42		37.16

		w RTCP (5%)		58.70		46.90		42.97		41.00		39.82		39.03		38.47		38.05		37.72		37.46

		Savings		4.80		16.60		20.53		22.50		23.68		24.47		25.03		25.45		25.78		26.04

		% savings		7.6%		26.1%		32.3%		35.4%		37.3%		38.5%		39.4%		40.1%		40.6%		41.0%

				Nb  PDU

				1

		Ethernet		38

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		0

		G726 32K 20ms		80

		BW wo SID		63.2

		BW w SID		63.20

		RTCP

		BW w SID + 5%		63.50

		(RTCP)		0.30

												old		New

												41.44		39.52

												41.44		39.52

												43.00		41.08



accario1:
SDES+Cname followed by
SR report; every 5 s;
section 1:  8 bytes
section 2 (SR): 20 bytes
section 3 (RR): 24 bytes



MPLS

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		38

		MPLS		4

		Start Octet		1

		CS CORE Hd		6

		NB (IU header)		4

		AMR 12.2 /MPLS		31

		BW wo SID		33.60		25.00		22.13		20.70		19.84		19.27		18.86		18.55		18.31		18.12

		BW w SID		23.35		16.89		14.90		13.91		13.31		12.91		12.63		12.41		12.25		12.12

		w RTCP		23.65		17.19		15.20		14.21		13.61		13.21		12.93		12.71		12.55		12.42

		Savings in kbps		8.86		15.32		17.31		18.30		18.90		19.29		19.58		19.79		19.96		20.09

		% savings		27.3%		47.1%		53.2%		56.3%		58.1%		59.4%		60.2%		60.9%		61.4%		61.8%

				Nb  PDU

				1

		Ethernet		38

		MPLS		4

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		4

		AMR 12.2		31

		BW wo SID		46.8

		BW w SID		32.21

		RTCP

		BW w SID + RTCP		32.51

		(RTCP)		0.3

										old		New

										22.16		19.84

										14.92		13.31

										15.22		13.61

										14.404		12.896

		IP level

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		0

		MPLS		4

		IP V4		0

		Start Octet		1

		CS CORE Hd		6

		NB (IU header)		4

		AMR 12.2		31

		BW wo SID		18.40		16.60		16.53		16.50		16.48		16.47		16.46		16.45		16.44		16.44

		BW w SID		16.80		11.06		11.02		10.99		10.98		10.97		10.96		10.96		10.95		10.95

		w RTCP (5%)		17.10		11.36		11.32		11.29		11.28		11.27		11.26		11.26		11.25		11.25

		Savings		3.82		9.56		9.61		9.63		9.64		9.65		9.66		9.66		9.67		9.67

		% savings		18.3%		45.7%		45.9%		46.0%		46.1%		46.1%		46.2%		46.2%		46.2%		46.2%

				Nb  PDU

				1

		Ethernet		0

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		4

		AMR 12.2		31

		BW wo SID		30.00

		BW w SID		20.62

		RTCP (5%)

		BW w SID + 5%		20.92

		(RTCP)		0.30

												old		New

												21.84		21.12

												14.70		14.20

												16.26		15.76

												14.196		13.728

		3GPP

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		38

		MPLS		4

		Start Octet		1

		CS CORE Hd		6

		NB (IU header)		4

		3G. G711 20ms /MPLS		160

		BW wo SID		85.20		76.60		73.73		72.30		71.44		70.87		70.46		70.15		69.91		69.72

		BW w SID		85.20		76.60		73.73		72.30		71.44		70.87		70.46		70.15		69.91		69.72

		w RTCP (5%)		85.50		76.90		74.03		72.60		71.74		71.17		70.76		70.45		70.21		70.02

		Savings		17.82		26.42		29.29		30.72		31.58		32.15		32.56		32.87		33.11		33.30

		% savings		17.2%		25.6%		28.3%		29.7%		30.6%		31.1%		31.5%		31.8%		32.0%		32.2%

				Nb  PDU

				1

		Ethernet		38

		MPLS		4

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		4

		G.711 20 ms		160

		BW wo SID		98.4

		BW w SID		98.40

		RTCP

		BW w SID + RTCP		103.32

		(RTCP)		0.30

												old		New

												73.76		71.44

												73.76		71.44

												74.06		71.74

		VOIP

				Nb  PDU

				1		2		3		4		5		6		7		8		9		10

		Ethernet		38

		MPLS		4

		Start Octet		1

		CS CORE Hd		7

		NB (IU header)		0

		G726 32K 20ms/ MPLS		80

		BW wo SID		52.00		43.40		40.53		39.10		38.24		37.67		37.26		36.95		36.71		36.52

		BW w SID		52.00		43.40		40.53		39.10		38.24		37.67		37.26		36.95		36.71		36.52

		w RTCP		52.30		43.70		40.83		39.40		38.54		37.97		37.56		37.25		37.01		36.82

		Savings		15.74		24.34		27.21		28.64		29.50		30.07		30.48		30.79		31.03		31.22

		% savings		23.1%		35.8%		40.0%		42.1%		43.4%		44.2%		44.8%		45.3%		45.6%		45.9%

				Nb  PDU

				1

		Ethernet		38

		MPLS		4

		IP V4		20

		UDP		8

		RTP		12

		NB (IU header)		0

		G.711 20 ms		80

		BW wo SID		64.8

		BW w SID		64.80

		RTCP

		BW w SID + 5%		68.04

		(RTCP)		0.30

												old		New

												41.76		38.24

												41.76		38.24

												46.66		43.14





Curves

		





Curves

		1		0.2725734502		0.0535530381		0.1724738676		0.0755905512		0.2313345091

		2		0.471196739		0.17507724		0.2557104142		0.2614173228		0.3577307466

		3		0.5323796339		0.2155853072		0.2834559298		0.3233595801		0.3998628258

		4		0.5629710814		0.2358393409		0.2973286876		0.3543307087		0.4209288654

		5		0.5813259499		0.2479917611		0.3056523422		0.3729133858		0.4335684891

		6		0.5935625288		0.2560933745		0.3112014453		0.3853018373		0.441994905

		7		0.6023029424		0.2618802413		0.3151650904		0.3941507312		0.4480137734

		8		0.6088582526		0.2662203913		0.3181378242		0.4007874016		0.4525279248

		9		0.6139568272		0.2695960636		0.3204499505		0.4059492563		0.4560389313

		10		0.6180356868		0.2722966014		0.3222996516		0.4100787402		0.4588477366



AMR 12.2 /IP V4

AMR 12.2 /MPLS

3G. G.711 20 ms / IPV4

3G. G711 20ms /MPLS

G.726 32K 20ms /IP V4

G726 32K 20ms/ MPLS

PDU Muxed

BW savings

0.1074209439

0.3831638328

0.4698871762

0.5132488479

0.5392658509

0.5566105196

0.5689995687

0.5782913555

0.5855183008

0.591299857
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