3GPP TSG-CT WG3 Meeting #38
C3-050714
Berlin, Germany. 31st October – 4th November 2005.
Source:
O2
Title:
20 ms packetisation time for PCM coded speech over Nb (Rel7) 

Agenda item:
11.9
Document for:
Discussion
1. Introduction

Currently there is an ongoing CT WG discussion on the need to support 20ms packetisation time for PCM coded speech across the Nb. This is required in order to improve the payload efficiency. In general the principle requirement was agreed, but this has not taken in to account the likely impact on voice quality due to voice packet delay increases.

2. Discussion
The current standard allows only 5ms packetisation time for G.711 codecs on the Nb interface. Increasing this to 20ms will improve the efficiency of Voice over IP across the Nb interface, but at the expense of the voice quality. 
With the 20ms packetisation time on the Nb ;-

· the packetisation time is increased by 15ms at each TDM to packet conversion instance, 
· also de-jittering delays are incurred per TDM to packet conversion instance.
Thus, on interconnects using multiple networks, the end to end delay can be increased by many packetisation times (ptimes).
As the Nb interface is in the middle of the network, it will affect the interfaces that link to it e.g. A, Iu and PSTN. The impact within one network may be small, but will accumulate and become noticeable for calls that cross more than 1 TDM to packet conversion point.
Since voice quality is about to come under this type of pressure, we should therefore avoid choosing further degradations for the sake of efficiency. Mobile networks already have to use lower rate codecs, and manage the relatively large radio related access transmission delays in today’s networks. Delay is a scarce resource in the voice quality world, and interconnect between operators in an ever migrating TDM to IP switching world will introduce more latency. It is far easier to add bandwidth to the networks, but time cannot be “bought”.

It is very important to recognise that TDM core networks have low transit delay, and many calls operate on the plateau of the ITU-T E-model quality vs. delay curve (see Figure 1). There are a number of activities that are each going to contribute to making the delay path longer. Individually these contributions may be small, but the net result will be large.
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Figure 1 : Determination of the effects of absolute delay on user satisfaction by the ITU-T E-Model - G.107
Within the UK, there is a requirement that there should be no more than 4 core networks within a voice call path in order to manage the interconnect delay budget.
Current proposed solutions avoid packet size negotiation, but to manage the end to end delay, then this should be examined. There is little point in one network doing all the work in minimising the delay, when other interconnecting and terminating networks use techniques and solutions which add significant portions of delay to the overall voice call delay budget.

3. Conclusion

The move towards a 20ms packetisation time for G.711 payloads on the Nb interface will impact voice quality by increasing the end to end delay experienced by voice calls.

Currently many interconnecting networks are looking to migrate from TDM to IP switching, and this will also start to put pressure on the end to end delay budget for mobile voice calls. 3GPP should be careful when introducing the 20ms packetisation time on the Nb interface due to this very reason.

Mobile operators have to be careful when planning voice networks, and the balance between cost and quality is one of the key considerations. Whenever new technologies and architectures are introduced, a key factor will always be to improve or at least maintain the quality of the service being provided to the users – in this case voice quality.
