3GPP TSG-CT WG3 Meeting #37
[C4-051080] C3-050544
London, UK. 29th August - 2nd September 2005.
Source:
Siemens

Title:
Bandwidth savings by multiplexing Nb Framing protocol for IP transport

Agenda item:
11.5

Document for:
Discussion and Approval

Introduction

At the last CT3 and CT4 Meetings, a changed framing period for PCM at the Nb interface was proposed to increase the bandwidth efficiency, by reducing the IP/UDP/RTP header overhead. Furthermore, the use of SID frames for PCM has been proposed at the CT3 email exploder. These proposal are suitable to provide some optimisation for PCM.

However, the AMR codec rather than the PCM codec will be used for most calls at the Nb interface. Again, IP/UDP/RTP header overhead is very significant.

Thus, it appears desirable to limit the optimisation not only to PCM, but find a way to reduce the packet overhead for any type of payload within IuFP, including AMR.

The present contribution suggests multiplexing several NbFP PDUs within one RTP packet, using a new RTP payload format. This approach has the potential to more than half the required bandwidth for Nb connections for IP4, and provides even higher bandwidth savings for IPv6.

IP/UDP/RTP Header overhead for AMR Calls

Consider the IP packet transporting the highest-bandwidth AMR mode of 12.2 kHz:

	[bytes]
	Ipv4
	Ipv6

	IP
	20
	40

	UDP
	8
	8

	RTP
	16
	16

	NbFP PDU Type 0
	4
	4

	AMR 12.2 kHz
	31
	31

	AMR SID
	5
	5

	(IP+UDP+RTP) / (NbFP+AMR)
	44/35 = 1.25
	64/35 =1.82

	(IP+UDP+RTP) / (NbFP+SID)
	44/9 = 4,89
	64/9 = 7.11

	(IP+UDP+RTP) / 

(((NbFP+AMR) + (NbFP+SID)) / 2 )
	44/22 = 2
	64/22 = 2,91


Here, the IP/UDP/RTP header is significantly larger than the AMR payload even for IPv4 and the highest AMR mode. Taking into account that SID will be used during about half of the time in calls, and that the IP overhead is much worse for SID, shows that in average the IPv4/UDP/RTP header has twice the size as the NbFP/AMR payload within. For IPv6 and lower AMR modes, the ratio is even worse. 

Multiplexing Gain

Many simultaneous calls are to be expected between two MGWs within a network. Multiplexing  PDUs of these calls into one IP/UDP/RTP packet means that they share the IP/UDP/RTP header. A new multiplexing header MP will need to be introduced instead, as explained below. The header will have a size of 2 bytes and will need to be included before each multiplexed NbFP/AMR PDU. The multiplexing gain, i.e. the ratio of the required bandwidth without multiplexing and the bandwidth with multiplexing, depends upon the number n of multiplexed NbFP/AMR PDU within one IP packet:
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Assuming  n=2 multiplexed PDUs , the gain is 1,43. 

Assuming  n=10 multiplexed PDUs , the gain is 2,32.

Assuming  n=100 multiplexed PDUs, the gain is 2,7.

The number of available PDUs n to be collected within one multiplexed packet depends upon the number of ongoing connection between two MGWs and the time available to collect PDUs for one multiplexed package. For AMR, the framing period is 20 msec. Thus, a collection time of 20 msec would allow collecting PDUs from all ongoing connections. However, it may be desirable to choose a shorter collection time to minimize the multiplexing delay. In this case, only a corresponding fraction of the connections would contribute PDUs to a multiplexed IP packet.

Proposed RTP payload format for multiplexed NbFP.

	Bits


	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	Source IP, Dest IP, …
	20/40
	IP

	Source Port, Dest Port, Length, …
	8
	UDP

	Timestamp, Payload type, CSRC, SSRC, …
	16
	RTP

	Multiplexing ID
	2
	MP

	Multiplexing ID
	Time Offset
	
	

	PDU Type (=0)
	Frame Number
	1
	NBFP Control Part

	FQC
	RFCI
	1
	

	Header CRC
	Payload CRC
	2
	NBFP Check Sum Part

	Payload CRC
	
	

	Payload Fields
	0–n,
AMR 31
	NbFP Payload part

	Payload Fields
	Padding
	
	

	
	2
	MP

	
	e.g. 35
	NbFP

	
	2
	MP

	
	e.g. 35
	NbFP

	
	2
	MP

	
	e.g. 35
	NbFP


After the RTP header, several unmodified NbFP PDUs are inserted. The NbFP PDUs may belong to different user connections and may also transport different payloads, e.g. AMR or PCM.

A multiplexing header MP is inserted before each NbFP PDU.  The multiplexing header features the following fields:

· a multiplexing ID.
Similar to the Port number, this identifies a user conncetion. A size of 11 bits and thus a range of 2048 is proposed, allowing for up to this number of user connections to be transported within a multiplexed connection. Note that not all user connections transported within a multiplexed connection necessarily contribute PDUs to a single multiplexed packet.

· Time Offset.
This allows correcting jitter resulting from multiplexing as described further below. Together with the RTP timestamp, it also allows measuring the jitter of a user connection. A size of 5 bits and a unit of 1 msec is proposed. Assuming a maximum collection period of 20 msec, the available range of 32 msec would be sufficient.
No length field is required, because the length of an NbFP PDU is implicit within this PDU (PDU type, RFCI, …).

Also the number of PDUs within one multiplexed packet does not need to be provided, as the end of packet can be determined with the help of the length field within the UDP packet.

Signalling considerations

As IP transport without multiplexing on the Nb interface is available since Rel-4 and corresponding MGWs are already deployed, it is proposed to add multiplexing as an additional option, and keep the support of IP transport without multiplexing mandatory.

The usage of multiplexing on a given connection should therefore be negotiated to provide backward compatibility.

Furthermore, the Multiplexing IDs assigned to user connections need to be negotiated between the MGWs.

It is proposed to use IPBCP for these tasks to avoid impacts on the Mc and Nc interfaces.

Siemens is confident that a new version of IPBCP is not required for these tasks.

The required signalling additions could be conveyed within SDP Media attributes.

TS 29.414 states in Clause 6.3.3.5:

“The following media attribute shall be supplied: "a=rtpmap:<dynamic payload number> VND.3GPP.IUFP/16000", where :<dynamic payload number> is the same dynamic payload type number as in the above media announcement <fmt list>.

Other media attributes shall not be used. They shall be ignored in the MGW receiving an IPBCP message.”

Thus if a MGW supporting multiplexing adds new media attributes related to multiplexing in an IPBCP request, the peer MGW not supporting multiplexing would simply ignore these attributes and not return them in the IPBCP Accepted message. In this way, the MGW supporting multiplexing can decide if it shall apply multiplexing.

The usage of the SDP “a=fmtp” attribute has particular advantages. It allows including parameters related to a MIME Type in SDP. Thus, 3GPP could enhance the existing MIME Type “VND.3GPP.IUFP” with parameters related to multiplexing and define the proposed multiplexed RTP payload format as option of this MIME type. No IETF involvement is required to update the registration of this MIME type at IANA.

Next Steps

Siemens proposes to introduce multiplexing as described at the Nb interface to improve the bandwidth efficiency. Feedback of operators and other vendors is welcome.

As other proposals to enhance the bandwidth efficiency for IP Transport on the Nb interface are also available, their merits should be compared, although they are not necessarily mutually exclusive. For instance, combining PCM SID with multiplexing could make sense. On the other hand, changing the framing period for PCM might not be required if multiplexing is agreed, as these improvements both aim at reducing the IP header overhead.

CT3 should take the primary responsibility in these activities, as the Nb interface and IPBCP are within CT3s responsibilities, and the foreseeable impacts on Nc and Mc interfaces seem to be small, if any.

These activities should be perused in a new work item on “enhancing the bandwidth efficiency for IP Transport on the Nb interface”

ANNEX: Jitter Considerations

Unfortunately, multiplexing may impose jitter on packets, if several packets arriving at different moments are collected in one multiplexed packet, sent together and also de-multiplexed together:
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This effect will increase if several multiplexing/demultiplexing steps are encountered in one call.

However, the effect be compensated if the time offset of multiplexed PDUs relative to the moment when the built-up of a multiplexed package is transferred to the demultiplexing unit and taken into account when demultiplexing packages; 


[image: image3.emf] 

Time  

Arriving  PDUs   of one  connection    

Multiplexing  

Transfer of  Multiplexed   PDUs  

De - Multiplexing  

De - Multiplexed  PDUs   of one  connection    


The local compensations has the advantage that smaller buffers at the receiver´s side, e.g. at an RNC, are required, and no change to the existing dimensioning is necessary. Further, the receiving side has no means to know how many times a given call has been multiplexed/demultiplexed , and thus would need to dimension buffers for a large number of multiplexing steps.
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