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1
Decision/action requested

3GPP CT4 is kindly requested to analyze the message routing example below and endorse the contained proposal.
2
References

 [1]
3GPP TS 33.501 Security architecture and procedures for 5G System
3
Rationale

Service Based Architecture in 3GPP Rel-15 is synonymous with the introduction on wide-spread, established protocols from the web service domain into the 5GC for signalling purposes. In many ways, this constitutes a paradigm shift for operators and demands more than just a simple swap of hardware. Therefore, the present document describes an end-to-end message flow between consuming NF and producing NF in different PLMNs, trying to offer a complete picture on inter-operator signalling. Since parts of 3GPP SA3’s specification assume a certain way of message routing, it is proposed to liaise with SA3 should there be any discrepancies between the example below and the existing stage 3 specification.
4
Detailed proposal

According to the OSI model, the application layer is meant for application-specific services and not for routing information. Failing to make this distinction can lead to security issues, since this information can easily be spoofed if not verified appropriately in cross-layer checks. While past generation’s signalling protocols did not perfectly adhere to this principle by including routing identifiers on layer 7 (think “Destination-Realm” AVP in DIAMETER), 5G has the will avoid such security issues.
Observation 1: 5GC will avoid any routing information on application layer, but rather utilize plain IP routing.

As 5GC signalling in 3GPP Rel-15 makes use of the TCP/IP stack and IP addresses of individual network functions may be rather ephemeral in future cloud deplyoments, it is only sensible to utilize common practice in terms of name resolution as well. DNS is the obvious solution to this problem, already being used ubiquitously in other domains.
Observation 2: 5GC will use the Domain Name System to resolve domain names to their respective IP addresses.

Since Network Functions determine their communication peer via DNS and all inter-PLMN traffic has to pass through the SEPP, it is mandatory to resolve external addresses differently than internal ones, depending on the network. 
Observation 3: Mobile operators will need different DNS resolvers for internal and external signalling traffic.
Having established the above points, the remainder of this document will take an in-depth look into how a service request and its corresponding response is transported from NF consumer to NF producer and vice versa. It is our intetion to establish a common understanding of how these message flows work in detail, since certain aspects of 3GPP SA3’s specification (e.g. “Telescopic FQDN” feature in [1]) assume a specific message routing. Should our group identify any discrepancy to the existing stage 3 specification, it is proposed to liaise with SA3 to resolve these.
Proposal: If inter-PLMN message routing in SBA is not performed the way described in below example, CT4 should liaise with SA3 on how to resolve these discrepancies.
Pre-conditions

-
Within each PLMN, each NF knows how to reach their internal NRF: they know the NRF’s FQDN + REST API call, i.e. the URL to be put in the HTTP request

-
All NRF know FQDN(s) of all roaming partner’s NRF(s) (based on GSMA IR.21)

-
All SEPP know FQDN(s) of all roaming partners’ SEPP(s) (based on GSMA IR.21)

-
All SEPP know public key all of roaming partner partners’ SEPP(s) (bilateral exchange)

-
Pure IP routing is used (no application layer routing)

-
Source and destination IP addresses of N32 communication are always the SEPPs’ public IP addresses

-
Same SEPP should always receive the response to a corresponding request message

-
SEPP keeps N32-c connection (TLS) to peer SEPPs once established

-
NRF knows which SEPP has an active N32-c connection to which peer SEPP

-
Responses to HTTP request messages are sent through the same socket that was created while sending the request

Sequence diagram – Access Token Request & Response
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1) NF A resolves FQDN of NRF A by asking DNS int A

a) Request: IP address of nrf-a.plmn-a.tld

b) Response: 1.2.3.4

2) NF A asks NRF for NF B in another PLMN

a) L5 request to: nrf-a.plmn-a.tld/discovery-api-call

b) L3 request to: 1.2.3.4

3) NRF A looks up FQDN of NRF B in its local storage

a) nrf-b.mcc.mnc.3gppnetwork.org

4) NRF A looks up FQDN of SEPP A that keeps an active N32-c session with SEPP B in its local storage. If there is no result, NRF A chooses an appropriate SEPP A which will later on establish the N32-c connection.

a) sepp-a.plmn-a.tld

5) NRF A resolves FQDN of SEPP A by asking DNS int A

a) Request: IP address of sepp-a.plmn-a.tld

b) Response: 1.2.3.5

6) NRF A creates telescopic FQDN for NRF B via SEPP A

a) nrf-b_mcc_mnc_3gppnetwork_org.sepp-a.plmn-a.tld

7) NRF A sends request for an access token for NF A to NRF B through SEPP A

a) L5 request to: nrf-b_mcc_mnc_3gppnetwork_org.sepp-a.plmn-a.tld/access-token-api-call

b) L3 request to: 1.2.3.5

8) SEPP A converts the telescopic FQDN in the request message back to the actual destination FQDN

a) nrf-b.mcc.mnc.3gppnetwork.org

9) SEPP A determines the destination PLMN from the FQDN and looks up the corresponding SEPP B FQDN in its local storage

a) sepp-b.mcc.mnc.3gppnetwork.org

10) SEPP A determines that there is no N32-c connection to this SEPP yet and resolves FQDN of SEPP B by asking DNS ext A

a) Request: IP address of sepp-b.mcc.mnc.3gppnetwork.org

11) DNS ext A is not the DNS server for PLMN B and forwards the request to DNS IPX

a) Request: IP address of sepp-b.mcc.mnc.3gppnetwork.org

12) DNS IPX knows that DNS ext B is responsible for PLMN B and forwards the request to DNS ext B

a) Request: IP address of sepp-b.mcc.mnc.3gppnetwork.org

b) Response: 2.2.3.5

13) SEPP A establishes an N32-c connection to SEPP B, as it does not yet exist. SEPP A and SEPP B perform a TLS handshake, export the session key for N32-f ALS, and exchange protection policies.

14) SEPP A performs ALS and sends the message from NRF A to NRF B through SEPP B (N32-f)

a) L5 request to: sepp-b.mcc.mnc.3gppnetwork.org

b) L3 request to: 2.2.3.5

c) L3 source: 1.2.3.5

15) SEPP B performs all security controls and validates the incoming message and converts it back to the original, which was sent by NRF A

16) SEPP B resolves FQDN of NRF B by asking DNS int B

a) Request: IP address of nrf-b.mcc.mnc.3gppnetwork.org

b) Response: 10.20.3.4

17) SEPP B forwards the message from NRF A to NRF B

a) L5 request to: nrf-b.mcc.mnc.3gppnetwork.org/access-token-api-call

b) L3 request to: 10.20.3.4

18) NRF B checks if the consumer NF A is authorised to access NF B and issues the authorisation token, if yes. NRF B creates the response message to NRF A, including the token.

19) NRF B recognises the response message as being related to the request received earlier from SEPP B and sends the response message, including the token, to NRF A through SEPP B

20) SEPP B recognises the response message as being related to the request received earlier from SEPP A. SEPP B performs ALS and forwards the response message to NRF A through SEPP A.

21) SEPP A performs all security controls and validates the incoming message and converts it back to the original, which was sent by NRF B

22) SEPP A recognises the response message as being related to the request sent earlier to SEPP B. SEPP A forwards the response message to NRF A

23) NRF A recognises the response message as being related to the request sent earlier to SEPP A and forwards it to NF A
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