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1. Introduction
In SA2 #113 ad hoc, a CR (CR #2942, rev-13, S2-161170) on Introduction of Control Plane CIoT EPS optimization was agreed which introduced the solution for transport of user data in EPS control-plane for CIoT. Figure 5.3.4B.2-1 depicts the MO Data transport in NAS PDU and Figure 5.3.4B.3-1 depicts MT data transport in NAS PDUs for Control Plane CIoT optimization. 
The following observations are made based on proposed stage-2 solution:

For the MT case (figure 5.3.4B.3-1), the paging message (steps 3 and 4) does not indicate if the paging is due to downlink data from user plane (S1-U connection) or due to control plane (SCEF connection) and as such, based on just the paging message the UE is not aware if user plane bearers are not required to be established for MT data from control plane connections.
This paper briefly compares and evaluates different proposals for transport of user data via control plane.

2. Proposal
When the user data is sent in EMM-CONNECTED mode, the UE and the MME use an ESM message (“ESM DATA TRANSPORT”) to transfer data, and when the user data is to be sent in UL when the UE is in EMM-IDLE mode, the UE uses the Service Request procedure and a new EMM message (“DATA SERVICE REQUEST”) as initial NAS message which includes the ciphered ESM message (“ESM DATA TRANSPORT”) in a new ESM message container IE. The DATA SERVICE REQUEST message can also be used (without ESM message container or with an empty ESM message container) to respond to paging from the MME.

2.1] Mobile Originated transport of user data via control plane
If the UE is in EMM-IDLE mode, the EMM entity in the UE initiates the data transfer by sending a DATA SERVICE REQUEST message including the new ESM message container IE which contains the data to be sent in the ciphered ESM DATA TRANSPORT message. The Service Type of the SECURITY PROTECTED NAS MESSAGE encapsulating the DATA SERVICE REQUEST message shall indicate a new value "mobile originating request". A new security header type is introduced which enables the ciphering of just a part of the message, more precisely: the ciphering of the value part of the ESM message container IE.
When receiving the ESM DATA TRANSPORT message, the MME deciphers the ESM DATA TRANSPORT message, identifies the bearer (e.g., the SCEF connection) on which to transfer the user data inside the core network based on the EPS bearer identity included in ESM DATA TRANSPORT message and then forwards the contents of the User data container IE accordingly. The MME then responds with a new SERVICE ACCEPT message which terminates the service request procedure. (This is triggered by the receipt of the new service type value.) 
The receipt of the SERVICE ACCEPT message without EPS bearer context status IE indicates to the UE that it shall not deactivate locally any EPS bearer contexts for which the network did not establish a user plane bearer.
If the UE is in EMM-CONNECTED mode, the ESM entity in the UE initiates the data transfer by sending a stand-alone ESM DATA TRANSPORT message.

2.2] Network initiated transport of user data via control plane
As specified in TS 24.301 sub-clause 5.6.2.2.1, there are two ways for paging response at the UE: a service request procedure or, in certain cases where T3346 is running, a tracking area update procedure. Since the paging message does not indicate explicitly if the paging is due to downlink data from control plane or user plane, and generally T3346 will not be running, the UE continues to use service request procedure. On receipt of a paging message the UE responds with a DATA SERVICE REQUEST message, the Service Type indicates "mobile terminating request". 
Further since the network will not respond with setting up the user plane bearers, the MME responds with a SERVICE ACCEPT message followed by the ESM DATA TRANSPORT message. The SERVICE ACCEPT and ESM DATA TRANSPORT messages are ciphered and integrity protected. (Alternatively the ESM DATA TRANSPORT message could be included in an ESM message container IE included in the SERVICE ACCEPT message, and then only the SERVICE ACCEPT message would be integrity protected.) When receiving the ESM DATA TRANSPORT message, the UE shall forward the contents of the User data container IE to the upper layers, using the EPS bearer identity included in the ESM DATA TRANSPORT message.
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                                    Figure 1. Update to service request procedure 
3. Motivation to use Service Accept

The key question is what should be used as a stop criterion for the mobile originating service request procedure. The current working assumption seems to be to use the layer 2 acknowledgement for the successful transmission of the RRC Connection Setup Complete (Service Request [User data]) as stop criterion. If we look at the message flow in stage 2 (S2-161170), taking the assumption above would mean that at the end of step 1 the UE assumes that the service request procedure has been completed successfully:
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Figure 5.3.4B.2-1: MO Data transport in NAS PDU 
(according to S2-161170, modified to show also the option for the MME to reject the NAS DATA PDU)
At that point in time, however, the message has not yet reached the MME. So we do not know whether the next step 2 and will actually be performed successfully, and if yes, how the MME will then react.

In our view, an important argument for re-using the service request procedure in step 1 is indeed that we can then re-use also the existing handling of unsuccessful and abnormal cases (see TS 24.301, subclauses 5.6.1.5 and 5.6.1.6). But according to the description of the unsuccessful cases the MME can respond to the service request with a Service Reject message (see step A and B in the figure above) – which would indicate that the outcome of the procedure was not "success".

If that is the case – and further below we will show that there is an actual use case for this –, then obviously it does not make sense to define the receipt of the layer 2 acknowledgement for the initial Service Request as criterion for successful completion of the procedure.

3.1 Short digression: would it be an option to "ignore" the Service Reject?

Ignoring the Service Reject message would effectively mean that the UE and the application using the UE assume that the data have been transmitted successfully, although at least the UE has been informed that this is not true. Furthermore, the UE would then also miss the opportunity to correct the situation before the next data transmission: E.g. if the UE receives a Service Reject with EMM cause #9 "UE identity cannot be derived", this will normally trigger a re-attach by the UE. If the UE does not perform this re-attach, then the next data transmission will fail in the same way as the previous one. – Note also that generally we should not rely on the periodic TAU to correct the situation, because the periodic TAU timer will is normally restarted with its initial value when the UE moves from EMM- connected to EMM-idle. So when the periodic TAU timer is set to a value which is longer than the usual time between 2 subsequent attempts by the UE to transmit user data, then the UE will never perform a periodic TAU. – So we see that ignoring the Service Reject is not a good idea.

3.2 How relevant is the case of a Service Reject in practice?

Let us assume that since the last access by the UE the MME has performed a reset, so the MME has lost the context of the UE. Consequently, it cannot check the integrity of the DATA SERVICE REQUEST message and it will have to respond with a Service Reject (EMM cause #9 "UE identity cannot be derived") to trigger a re-attach. This is certainly a valid scenario which will happen from time to time. And when it happens, then – dependent on the MME architecture – it can affect the whole or at least a considerable fraction of the subscriber database of the MME, not just a single UE. So we need to be prepared for it.

Note that the restoration procedures standardized by 3GPP CT4 in TS 23.007 do not help in the present situation, as they are designed to restore a PDN connection, but they cannot restore a lost EPS security context. Without EPS security context, the MME will not only be unable to check the integrity of the DATA SERVICE REQUEST message, it will also be unable to decipher the ESM DATA TRANSPORT message including the user data.

Another possible use case where an explicit response from the MME is required to recover from an error situation would be the following: Let us assume that since the last access by the UE an S-GW (or P-GW) performed a Reset and the MME deactivated the respective EPS bearer contexts associated with that S-GW locally. (The UE was at that time in power save mode.) If the UE is now trying to send user data via the control plane for an EPS bearer context that was affected by this Reset, the MME will receive the Service Request carrying the user data and the EPS bearer identity of the context for which the data are destined. If the MME does not have the respective context available, it cannot forward the data and it will need to somehow inform the UE of that problem. – We will say more on this problem below. For now the main point is that also for this error situation the receipt of a layer 2 acknowledgement for the initial Service Request does not seem to be suitable as criterion for a successful completion of the procedure.
3.3 What can we then use as stop criterion for the procedure?

In principle we have 2 options: we can use a supervision timer or a positive acknowledgement from the MME (Service Accept message).

The supervision timer would need to be dimensioned so that the UE can be sure that it will not receive a Service Reject after expiry of the timer. I.e. we need to consider the time for the transfer of the S1AP (Initial UE (Service Request)) to the MME (step 2), some time for the processing of the message (including detection that the subscriber context is unknown), and for transmission of the Service Reject from MME to eNB (step A) and then to the UE (step B). Especially for the final transfer via the radio interface we need to assume the worst case, i.e. the maximum number of retransmissions that can occur under 'enhanced coverage' conditions. Note that in contrast to this, if the MME responds with a Service Accept message, then for step B the UE will only have to wait for an "average number" of retransmissions (roughly half of the maximum number of retransmissions). Overall, the difference between the worst case which we need to assume and the average case the UE will see in practice will be of the order of seconds. I.e. if we introduce a Service Accept message we can expect that on average the UE can consider the service request procedure as "completed successfully" several seconds earlier than without such a message.

A second point to consider is that expiry of a supervision timer does not guarantee that the MME has actually received the Data Service Request with the user data. If the application is of such a nature that it is sending only one uplink packet, and nothing is sent by the application server in return, then the next message the UE is going to receive after having sent the Service Request message is an RRCConnectionRelease message. Currently, this message can only indicate the following ReleaseCauses: loadBalancingTAUrequired, other, and cs-FallbackHighPriority. I.e. if we want to have any sort of indication that the user data have actually been received by the MME, we would need to define at least a new value for the ReleaseCause (and probably a corresponding S1AP Cause as well).

On this second point, during the conference call, it was commented that CT1 did not get the task to design a "reliable" data service. – This is certainly correct, but the question is:    How much "unreliability" is acceptable?
Let us first consider the 2 existing services, data transfer via SMS and data transfer via S1-U.

In both cases, we have a decoupling between establishment of the "transport channel" and the transfer of the user data itself. As a consequence, if the first part fails, e.g. if after an MME reset the next service request is rejected with EMM cause #9 "UE identity cannot be derived", the UE can recover from this by performing a re-attach, and then it can either re-initiate the SMS (because the SMS entity kept the user data stored which it could not deliver) or it can transmit the user data which remained stored "in the user plane". 

Compared to that, if the UE considers the receipt of a layer 2 acknowledgement for the initial Service Request as criterion for successful completion of the procedure, the usual reaction would be to delete the Service Request including the user data from any send buffer. – But as we said above, after an MME reset this scenario would not occur just for a single UE.

Is it acceptable that after an MME reset thousands of data transmission attempts fail – and the corresponding data are lost?

(Is this still an unreliable service or just bad protocol design?)

Note also that even for the 'unreliable' SMS data transfer, for the transfer from UE to a first core network node, we have at least an acknowledgement on RP level that the message with the user data was received by the IP-SM-GW (if SMS over IMS is used) or by the VLR (if SMS over SGs is used). – So if we do not introduce a Service Accept message, but only a supervision timer, then the procedure is taking longer and the service is even less reliable than 'unreliable' SMS.

3.5 What if the procedure fails?
We think that the service provided by "data transfer via control plane" should not be much less reliable than the existing ways of transferring user data via SMS or via S1-U. Otherwise the new service will not be accepted by the market.

So we think the UE should be allowed to keep the first user data packet, which was included in the Service Request message, stored for an implementation dependent time so that when the EMM procedure fails, the UE has a chance to repeat the transmission, e.g. if the subsequent re-attach is immediately successful. Upon receipt of a Service Accept the UE can delete the user data. In this way we could at least mitigate the negative consequences of an MME Reset with massive loss of subscriber contexts.

For subsequent user data transfer via the existing NAS signalling connection, a layer 2 acknowledgement of the successful transfer of the respective ESM message carrying the user data should be sufficient.

In addition to these mechanisms, the UE can also use the existing capability and inform the application via packet domain event reporting (AT unsolicited result code +CGEV) when the UE is detached or when a specific PDN connection is disconnected. It is then up to the application to react on such an indication.

3.6 Synchronization of EPS bearer contexts

As we discussed above, it can happen that while the UE was in EMM-Idle mode (or even power saving mode) the MME had to deactivate one or several of the EPS bearer contexts.

Among these contexts there can be one or several EPS bearer contexts that are "pinned" to the control plane, i.e. the PDN connection is to an SCEF and user data can only be sent via the control plane. Consequently for these PDN connections it is not possible to synchronize the EPS bearer context status implicitly via establishment of a user plane bearer (or lack of establishment). But it might be better to detect a desynchronization before the UE actually attempts to send user data via the respective PDN connection to avoid a hiccup in the protocol.

So CT 1 needs to decide whether to add an explicit synchronization of the EPS bearer contexts to the service request procedure. E.g. the UE could include an EPS bearer context status IE in the Data Service Request message (as it can do today for the Extended Service Request), and the MME could include the same IE in the Service Accept or Service Reject, respectively. 

Furthermore, if the UE attempts to send user data via the control plane for an EPS bearer identity, for which the MME does not have an EPS bearer context/PDN connection, then dependent on the overall configuration the MME could respond with 

- Service Reject (EMM cause = "implicitly detached"), if this was the last PDN connection and the MME does not support EMM-REGISTERED without PDN connection;

- Service Reject (EMM cause = "ESM failure", [ESM Status (ESM cause = "invalid EPS bearer identity")]) and release the RRC connection, or 

- Service Accept (EMM cause = "ESM failure", [ESM Status (ESM cause = "invalid EPS bearer identity")]) and keep the RRC connection to enable the UE to reactivate the PDN connection.

Upon receipt of the ESM Status message with ESM cause = "invalid EPS bearer identity" the UE will deactivate the respective EPS bearer context locally. The UE (or the application) could then decide whether to re-establish the PDN connection immediately. (Note that in this case it might be useful for the UE to keep the user data sent with the Service Request stored also when the UE receives a Service Accept message, but including an EMM cause = "ESM failure".)

From the discussion above we can also see that involving ESM messages in the user data transfer enables the MME (and for MT traffic also the UE) to be much more specific with regard to the description of an error. If the data transfer would involve only EMM messages like DL/UL Generic NAS Transport, the receiver could at best signal EMM cause #95 "semantically incorrect message" which requires considerable guessing on the side of the recipient of this cause regarding the root cause of the problem.
4. Conclusion:

Given the current design guidelines in TS 24.301 it is intended to maintain the split between EMM and ESM functionality. This is achieved by modifying the DATA SERVICE REQUEST message to include a new ESM container which contains the data to be sent in the ESM DATA TRANSPORT message. Thus parameters like the eKSI remain in EMM messages, and parameters needed for the routing of user data, like the EPS bearer identity, remain in the ESM message.
Overall, due to the new requirements from SA2 which are difficult to reconcile with the existing NAS protocol, there isn’t an advantage in re-using existing EMM messages for Generic NAS transport; or rather, the advantages are not worth the disadvantages like further mixing between EMM and ESM layers.
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