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1
Introduction 

GERAN has updated the specifications to introduce support for extended coverage GSM.  The technical solution to achieve extended coverage relies to a large extent on repetitions and will as such increase the delay on the radio interface and the time it takes to complete NAS procedures. Other design choices to minimize the battery consumption by e.g. reducing the monitoring requirements of the EC-PACCH also imply an increased overall total time to complete these procedures.  In this paper the Routing Area Update as well as the P-TMSI allocation procedures are analyzed in more detail in order to estimate the need to extend the timers associated with the NAS layer procedures. 

2
General Assumptions

In order to derive the latency for the Routing Area Update and P-TMSI reallocation procedures a number of assumptions have been made.  Assumptions common to both evaluations are:

· The analysis is performed for a legacy device as well as for all coverage classes.
· The device output power is assumed to be 33 dBm. 

· The assumed message sizes are as follows, where each RLC block contains 22 octets:

· RAU REQUEST 






4 RLC data blocks

· RAU ACCEPT






4 RLC data blocks

· Authentication and Ciphering REQUEST 


2 RLC data blocks

· Authentication and Ciphering RESPONSE 


2 RLC data blocks 

· P-TMSI Reallocation REQUEST 



 
1 RLC data block

· P-TMSI Reallocation COMPLETE 



1 RLC data block

· Simulations to estimate delay times have been performed when suitable. The times presented here corresponds to the 99th percentile of the derived delay CDFs:
· The time to complete the Immediate Assignment procedure ( i.e send Channel Request message and receive an Immediate Assignment message) is based on the simulated CDFs see appendix in section 7 for more details.
· The time to send the user data for an EC-GSM-IoT device are based on scaling the analysis in GPC150449 “EC-GSM, Throughput, delay and resource analysis” [3], were the impacts of combing blind repetitions of radio blocks and HARQ retransmissions have been taken into account, to the assumed number of transmitted RLC data block as seen above. Furthermore, the time to send/receive a message for CC1 is assumed to be the same as CC2 since the TTI (Transmission Time Interval) are the same. The time to send/receive a message for a CC3 device is assumed to be half of that of a CC4 device since the TTI for CC3 is half of that of CC4.   It should be noted that in these delay values both waiting/scheduling delays as well as time to send L2 Acks are included.  Note that the times are based on exception reporting which may be prioritized by the BSS, hence in reality additional delay may occur due to load on the common control channels and the fact the NAS signaling is handled as ordinary traffic.  Finally, it should be noted that these approximations can be considered to be rather coarse but in light of the overall total delay values it is the sourcing companies’ view that these approximations are acceptable. 

· When simulations were not suitable a reasonable “worst” case assumption has been made in order not to underestimate the total delay:  

· The time to send DL assignment messages are based on the approved channel mapping for EC-GSM see table 6a in TS 45.002 [5] . 

3
Analysis of Routing Area Update procedure

The Intra SGSN Routing Area Update procedure including Security Functions is illustrated in Figure 1. The security functions  in turn consists of the Authentication and Ciphering Request and Response procedure.  More specifically, the RAU can be broken down into several basic operations as seen in Figure 2 which provides a sequence of message exchanges for RAU procedure for the case where a 1-phase access is used for the initial access. 
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Figure 1 Intra SGSN Routing Area Update Procedure
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Figure 2  Routing Area Update Procedure

The timer that is associated with Routing Area Update procedure is T3330 [2] which is started when the NAS layer in the MS triggers a request for lower layers to send a ROUTING AREA UPDATE REQUEST message is sent and stopped when the ROUTING AREA UPDATE ACCEPT or ROUTING AREA UPDATE REJECT is received by the NAS layer. In Table 1 the estimated time in milliseconds to complete the Routing Area update procedure in calculated for the legacy case as well as for the different coverage classes. 

Table 1 Routing Area Update latency calculations

	Sub Procedure
	Legacy 
	EC-GSM 

CC1
	EC-GSM 

CC2
	EC-GSM

CC3
	EC-GSM

CC4

	RACH+CCCH Delay (99th percentile)
	2001
	500
	1000
	2500
	10000

	TBSS1

Delay before allocation starts
	100
	100
	100
	100
	100

	RAU Request (4 RLC data blocks) + L2ACK
	80+1002

	5603

	5603
	11523
	23043

	TSGSN

Reaction time in SGSN + Gb transmission time
	100
	100
	100
	100
	100

	TBSS2

Assume device in UL extended TBF mode, timer T3238 is running
	100
	1880
	1880
	1880
	1880

	DL Assignment message

(transmission time) 
	20
	20
	20
	40
	80

	TMS1

MS reaction time before assignment may start
	40
	40
	40
	40
	80

	Authentication and Ciphering Request  (2 RLC data blocks) + L2 ACKs

TBF is released 
	40+1004
	2506
	2506
	5806
	11606

	TMS2

MS waits for next RACH opportunity
	5
	5
	20
	80
	3524

	RACH+CCCH Delay (90th percentile)
	2001
	500
	1000
	2500
	10000

	TBSS1

Delay before allocation starts
	100
	100
	100
	100
	100

	Authentication and Ciphering Response (2 RLC data blocks) + L2 ACKs
	40+1004
	2803
	2803
	5763
	11523

	TSGSN

Reaction time in SGSN and Gb transmission time
	100
	100
	100
	100
	100

	TBSS2

Assume device in UL extended TBF mode
	100
	1880
	1880
	1880
	1880

	DL Assignment message (transmission time) 
	20
	20
	20
	40
	80

	TMS1

MS reaction time before assignment may start
	40
	40
	40
	40
	80

	RAU Accept (4 RLC data blocks) + L2ACK s
	80+1002
	5006
	5006
	11606
	23206

	Total time
	1765
	6875
	7890
	12868
	31768


Note 1:  Typical delay as seen in logs, not the 99th percentile. 

Note 2: Applicable to the legacy case only, time to send 4 radio blocks (80 ms), 100 ms delay for MS/BSS to receive PDAN/PUAN.  

Note 3: Values are based on scaling of simulated time to send an exception report of 5 RLC data blocks. 

Note 4: Applicable to the legacy case only, time to send 2 radio blocks (40 ms), 100 ms delay for MS/BSS to receive PDAN/PUAN.  

Note 5: Worst case waiting time is 1.5 51-multiframe.

Note 6:  Values based on scaling of simulated time to send DL application ACK of 4 RLC data blocks.   

4
Analysis of P-TMIS reallocation procedure

The P-TMSI reallocation procedure may be triggered by the SGSN at any time and is illustrated in Figure 3 and Figure 4 for the case when there is no established connection with the device.

[image: image3.wmf] 2. P

-TMSI Reallocation Complete

 1. P

-TMSI Reallocation Command

MS

BSS/UTRAN

SGSN


Figure 3 P-TMSI Realloction procedure

More specifically, the procedure can be broken down into several basic operations as seen in Figure 4 which provides a sequence of message exchanges for the procedure. 
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Figure 4 P-TMSI Reallocation procedure

The timer that is associated with the P-TMSI reallocation procedure is T3350 [2] which is started when the P-TMSI REALLOCATION COMMAND message is sent and stopped when the P-TMSI REALLOCATION COMPLETE is received. In Table 2 the estimated time in milliseconds to complete the P-TMSI allocation procedure in calculated for the legacy case as well as for the different coverage classes. 

Table 2 P-TMSI Reallocation latency calculations
	Sub Procedure
	Legacy 
	EC-GSM 

CC1
	EC-GSM 

CC2
	EC-GSM

CC3
	EC-GSM

CC4

	Delay across Gb interface
	100
	100
	100
	100
	100

	TBSS1
Assume device in UL extended TBF mode, timer T3238 is running
	20
	1880
	1880
	1880
	1880

	Packet DL Assign. transmission time 
	20
	20
	20
	40
	80

	TMS1

MS reaction time before assignment may start
	40
	40
	40
	40
	80

	P-TMSI Reallocation command ( 1 radio

block) – TBF released
	20+1001
	1252
	1252
	2902
	5802

	TMS2

Assuming MS waits for next possible RACH opportunity
	5
	5
	20
	80
	3523

	RACH+CCCH Delay (90th percentile)
	2003
	500
	1000
	2500
	10000

	TBSS2
Delay before allocation starts
	100
	100
	100
	100
	100

	P-TMSI Reallocation complete ( 1 radio

block) – TBF released
	20+1001
	1444
	1444
	2884
	5764

	TBSS3

BSS processing delay and delay over Gb interface
	100
	100
	100
	100
	100

	Total time
	825
	3014
	3529
	5418
	13848


Note 1: Applicable to the legacy case only, time to send 1 radio block (20 ms), 100 ms delay for MS/BSS to receive PDAN/PUAN

Note 2: Values are based on scaling of simulated time to send DL ACK of 4 RLC data blocks.

Note 3: Worst case waiting time is 1.5 51-multiframe.  

Note 3:  Typical delay as seen in logs, not the 99th percentile 

Note 4: Values are based on scaling of simulated time to send exception report of 5 RLC data blocks.
5
Discussion and Conclusion

In this paper details on the expected latency for the Routing Area Update and the P-TMSI allocation procedures have been evaluated for both legacy devices as well as for all EC-GSM coverage classes.  Results show that there is a clear correlation between the latency and the coverage class - the higher the coverage class the longer the latency.  It can also be seen that CC1 (normal coverage) has a longer latency than legacy devices in normal coverage.  This can be attributed to EC-GSM-IoT design choices to minimize the battery such as less frequent monitoring of the down link EC-PACCH when in extended UL TBF mode. 

Finally, based on the analysis in this paper it would seem appropriate to extend the current NAS timer values and that the extension results in coverage class specific NAS timer values. 
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Appendix - EC-Immediate Assignment delay per CC

In the GERAN study [6] the overall delay CDF were calculated and presented, see e.g sub-clause 6.2.6.2.2.2 in the technical report [6]. However, in the analysis in this paper the delay is needed per coverage class, the results from the study have therefore been separated into the delay distribution per coverage where the 99th percentile values have been estimated to  500 ms, 1000 ms, 2500 ms  and 10000 ms for the coverage classes 1, 2,3 and 4 respectively.

