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1. Introduction
It was discussed several meetings in CT1 on adding the LAU triggers for the UE, who supports CS fallback and/or SMS over SGs, or operates in MS operation mode A or B, in some unsuccessful and abnormal cases when camping in a GERAN/UTRAN cell in NMO I or II. Until now, no conclusion achieved yet.

This discussion paper attempts to provide a detail analysis on the scenarios and problems to be resolved by contributions [1-4]. Based on the scenarios and problems analysis, the evaluation on the UE based solution and network based solution was presented and finally the network based solution was preferred.
2. Scenarios and problems analysis
2.1 General
It was pointed out by contributions [1-4] that the MT CS services are unavailable for the UE when the UE is camping on GERAN/UTRAN due to reasons: (a) the VLR is still trying to page the UE via MME in E-UTRAN or via the old SGSN, or (b) the UE was locally detach at the VLR. [Intel: there is a third scenario that creates a problem: (c) when the mobile reachable timer expires in the SGSN, the SGSN will reset the paging proceed flag (PPF) and will no longer perform paging for this MS, until the MS accesses the network again. If the MS is attached for GPRS and non-GPRS services, and the SGSN receives a paging request for CS services via the Gs interface when the PPF is reset, then the SGSN will respond with a BSSAP+-MS-UNREACHABLE message. Upon receipt of this message the VLR will stop the paging procedure via the Gs interface, and according to TS 29.018 there is no requirement to initiate paging via the A/Iu-cs interface. So delivery of the mobile terminating CS service will fail.]
The scenarios in which such problem may happen could be summarized as below:

I. The normal or combined RAU was rejected with #9 (see [1]);

II. The RAU was rejected with #22 and T3346 is started (see [1,4]);

III. Abnormal cases happened in periodic RAU with attempt counter < 5 (see [2]);
IV. Abnormal cases happened in RAU with attempt counter >= 5 and the UE is in state GMM-REGISTERED.ATTEMPTING-TO-UPDATE (see [1, 2]);
V. Network initiated GPRS detach with #7 and #14, RAU reject with #7 and #14, and Service reject with #7 (see [3]).
Some common understandings for the analysis in this section:

(1) The UE is either: configured to use CS fallback and SMS over SGs, or SMS over SGs only, or a GPRS MS operating in MS operation mode A or B;
(2) The LAI was not changed during the concerned mobility procedures; otherwise an LAU will be triggered already;
(3) The ISR is not activated during the intersystem change;

(4) The implicit detach timer runs at the VLR is much longer than T3212 runs at the UE. [Intel: the standard does not specify how much longer the implicit detach timer is than T3212. Note that therefore in the past, for scenarios involving an inter-RAT change from S1 mode to A/Gb mode or Iu mode, CT1 agreed to trigger a location updating procedure in order to ensure that the two timers are started in a synchronized way. See e.g. CRs to TS 24.301 in C1-093568 and C1-101522, ‘consequences if not approved’:


"If registration is not triggered when the UE moves to GERAN or UTRAN, the UE and the MSC will be unsynchronized and the UE may miss its periodic location update. As a consequence, the network may implicitly detach the UE. Then the UE is no longer reachable for mobile terminating services."]
2.2 Observations for Scenario (I)
In Scenario (I), there is an assumption that the UE will not automatically initiate the GPRS attach procedure, or the initiated GPRS attach was unsuccessful as well due to the same scenarios list above. If the UE initiated the GPRS attach and it performs successful, then there is no MT CS service unavailability problem in this scenario.

Analysis in NMO II:

For cases rather than intersystem change from S1 mode to Iu or A/Gb mode, cannot see the MT CS service unavailability problem does exist due to the UE always performs a separated LAU and RAU in 2G/3G. The rejection in PS domain will not impact CS domain anymore.
For cases of intersystem change from S1 mode to Iu or A/Gb mode, two sub-cases:

(1) Intersystem change from S1 mode to Iu or A/Gb mode in idle mode:

The T3412 was already running before intersystem change, hence the UE should follow below text in TS 24.008 subclause 4.4.2 to start T3212 after intersystem change.

"If the MS, configured to use CS fallback and SMS over SGs, or SMS over SGs only, enters a GERAN or UTRAN cell after intersystem change from S1 mode to Iu or A/Gb mode in NMO II, the TIN indicates "GUTI", and the location area of the current cell is the same as the stored location area, the MS shall start timer T3212, with a value set to the shorter of the values of the remaining value of timer T3412, and the broadcast T3212 timeout value."
T3412 is shorter than the sum of mobile reachable timer and implicit detach timer running at the MME, hence the MT CS service unavailability problem cannot happen due to the reason (b) the UE was locally detach at the VLR.
However, the MT CS service unavailability problem may still exist due to the reason (a) the VLR is still trying to page UE in E-UTRAN via SGs, before the expiry of T3212.
(2) Intersystem change from S1 mode to Iu or A/Gb mode in connected mode:

The T3412 was not running before intersystem change, hence below LAU trigger in TS 24.008 subclause 4.4.1 applies and there is no MT CS service unavailability problem.
" i)
when the MS is configured to use CS fallback and SMS over SGs, or SMS over SGs only, and the TIN indicates "GUTI", enters a GERAN or UTRAN cell after intersystem change from S1 mode to Iu or A/Gb mode in NMO II and timer T3412 is not running."
[Intel: We disagree with your interpretation of 24.008/24.301. This trigger was intended for the case where T3412 has already expired or was deactivated in S1 mode (see CR 24.008-2307r6 / CP-130187, ‘summary of changes’: Handling of periodic TAU timer T3412 not running, having already expired when moving from S1 mode to A/Gb or Iu mode or being de-activated is also added). 
If your interpretation were correct, it would mean that each time when the UE performs a CSFB call with PS HOV, it has to initiate a location update before it can setup the CSFB call. This is certainly not the case.
In our understanding, T3412 is (re-)started during the PS HOV, as due to the handover the UE moves from EMM-CONNECTED to EMM-IDLE. (Note that generally at the point in time when the PS HOV takes place the UE does not know whether the network is going to activate ISR or not; so the UE should be prepared for the option that ISR will be activated and start T3412.) ]
Analysis in NMO I:

For the normal RAU rejected with #9, normally, it can only happen in below three sub-cases:

(1) A UE in class‑A or CS/PS mode of operation changes RA during the ongoing CS connection:

There is no MT CS service unavailability problem during the ongoing CS connection regardless of the normal RAU was rejected or not.

After the CS connection has been released, as specified in TS 23.060 subclause 6.3.1, a combined RAU will be performed, then the case moves to the combined RAU case as analyzed below.
[Intel: Actually, the MS in class A mode of operation can initiate a normal attach during the ongoing CS connection. If this attach request is rejected e.g. with GMM cause #22 and a back-off timer T3346, then the UE will probably have to wait some time after release of the CS connection, before it can initiate a new, combined attach. (E.g. T3346 will have a value between 15 and 30 minutes if the Attach Reject message is not integrity protected. If the CS call is released after 2 minutes ('typical call duration'), then there is a gap of 13 – 28 minutes during which the MS cannot be paged for CS services.)]
(2) During the ongoing CSFB procedure:

As specified in TS 23.272, a separate LAU and RAU was always initiated during the ongoing CSFB procedure, regardless of NMO I or NMO-II. In this case, the same as above (1).
[Intel: We disagree with your interpretation of 23.272. According to both 23.272 and 24.008, the location updating procedure is only mandated if the new GERAN/UTRAN cell belongs to a different location area. See e.g. 24.008, subclause 4.5.1.1:

d)
…


If the MS enters a GERAN or UTRAN cell, then the MS shall initiate the MM connection establishment and send a CM SERVICE REQUEST message. The MS shall include the Additional update parameters information element indicating "CS fallback mobile originating call". If the MS determines that it is in a different location area than the stored location area, the MS shall first initiate a normal location updating procedure regardless of Network Mode of Operation. If the location area of the current cell is not available, the MS may initiate a normal location updating procedure directly. The MM connection establishment is delayed until successful completion of the normal location updating procedure. Additionally the MS performs routing area updating as specified in subclause 4.7.5. If the normal location updating procedure is initiated, the MS shall indicate the "follow-on request pending", shall include the Additional update parameters information element indicating"CS fallback mobile originating call", and shall not include the MS network feature support information element in the LOCATION UPDATING REQUEST message.]
(3) CS domain is barred and the PS domain is unbarred:

As specified in TS 24.008 subclause 4.1.1.2.1, a GPRS MS operating in mode A or B in a network that operates in mode I shall act as if in network operation mode II. However, there is no MT CS service unavailability problem due to CS domain is already barred.
Hence, for the normal RAU in NMO I, there is no MT CS service unavailability problem.
For the combined RAU rejected with #9: one thing is not sure whether the context exchange between the new SGSN and the old MME/SGSN is performed before rejecting the RAU with #9. If the context exchange is performed, as specified in TS 29.118 subclause 4.3.4 and TS 29.018 subclause 4.2.3, the old MME/SGSN will remove the SGs/Gs association after context exchange. This will ensure the VLR will page the UE via A/Iu-cs interface. Hence there is no MT CS service unavailability problem.
[Intel: In our view it is clear that there was no context exchange between the new SGSN and the old MME/SGSN. Cause #9 "MS identity cannot be derived by the network" is sent 

"… when the network cannot derive the MS's identity from the P-TMSI/GUTI, e.g. because no matching identity/context can be found in the network."
Typically this will occur e.g. after a Reset in the old MME/SGSN, or if the DNS query in the new SGSN does not provide a valid address for the old MME/SGSG. In both cases, it is not possible to retrieve the context from the old MME/SGSN and the old MME/SGSN will still accept paging requests from the VLR and perform paging in the old tracking area/routing area.]
Observation I: For Scenario (I), if the context exchange is performed before rejecting the RAU, there is no MT CS service unavailability problem. [Intel: But typically, when cause #9 is used, the context exchange cannot be performed.]
Observation II: For Scenario (I), even if the context exchange is not performed before rejecting the RAU, in NMO II, the MT CS service unavailability problem does only exist in case of intersystem change from S1 mode to Iu or A/Gb mode in idle mode. [Intel: We disagree. As explained above, the problem can occur regardless whether the intersystem change occurred in idle mode or in connected mode.]
2.3 Observations for Scenario (II)
Firstly, Scenario (II) will not happen for RAU initiated in connected mode.

In case the SGSN is changed, including inter-SGSN mobility and intersystem change from S1 mode to Iu or A/Gb mode, Scenario (II) is different from Scenario (I) due to the UE was still in the GMM-REGISTERED after receiving rejection with #22, which means that the new SGSN has retrieved the UE’s context from the old MME/SGSN before rejecting the RAU with #22. Then as specified in TS 29.118 subclause 4.3.4 and TS 29.018 subclause 4.2.3, the old MME/SGSN will remove the SGs/Gs association after context exchange. Hence there is no MT CS service unavailability problem.
[Intel: We would be interested in hearing the opinion of other network vendors on this point: Is it actually so that the new SGSN is allowed to reject with cause #22 only after the new SGSN has retrieved the context from the old MME/SGSN? In our view, this would put quite some signalling and processing burden on the SGSN and reduce the advantages of congestion control significantly.]
In case the SGSN is not changed, i.e. the RAU was rejected with #22 by the same SGSN previously registered, then regardless of the RAU type (normal, periodic or combined) in NMO I or NMO II, the MT CS service unavailability problem will not happen due to currently there is no restriction specified to prevent the congested SGSN from paging the UE for the MT CS services.
[Intel: 1) Maybe that there is no explicit restriction to page the MS, but on the other hand the SGSN did not reject the RAU "just for fun". Chances are that the SGSN will not page the MS until the congestion is over. 2) Besides, if the SGSN rejected the RAU, then it will still have the old routing area stored for the MS, so chances are that it will send the paging in the old routing area where the MS is no longer listening.]

In NMO II, the analysis for Scenario (I) could apply as well.

In NMO I, if the SGSN is not changed, for the combined or periodic RAU, as specified in TS 29.018 subclause 8.2.1, the SGSN will remove the Gs association as well. Hence there is no MT CS service unavailability problem here.

"If the combined Routing and Location Area Update procedure or periodic Routing Area Update procedure is rejected at the SGSN for an MS with an association state different from Gs-NULL, the SGSN shall send a BSSAP+-GPRS-DETACH-INDICATION to the VLR indicating 'GPRS services not allowed'. The SGSN then sends, for example, a Routing Area Update Reject message as specified in 3GPP TS 24.008 [11].
After the sending of the BSSAP+-GPRS-DETACH-INDICATION message, the SGSN shall move the state of the association to Gs-NULL. "

Observation III: For Scenario (II), the context exchange is performed before rejecting the RAU, hence the MT CS service unavailability problem does not exist.
2.4 Observations for Scenario (III)
Scenario (III) does refer to the periodic RAU only hence the SGSN is not changed. Similar as Scenarios (II), the MT CS service unavailability problem will not happen due to currently there is no restriction specified to prevent the SGSN from paging the UE for the MT CS services in Scenario (III). [Intel: Actually for scenario (II) above, in our view there is the problem that the SGSN does not store the new routing area if it rejects the routing area updating request. And as your own analysis below shows, for abnormal cases b) and c) it is possible that the MRT expires. In that case the SGSN will reset the PPF flag and no longer page the MS (see our 'reason' (c) in section 2.1).]
One may argue that the mobile reachable timer at the SGSN may expire (due to it is 4 min longer than T3312 by default) in Scenario (III) which results in the MT CS paging is not reachable to the UE (see the reason for change in [2]). Let’s see the concerned abnormal cases in Scenarios (III) as described in TS 24.008 subclause 4.7.5.1.5 in detail:

"b)
Lower layer failure without "Extended Wait Time" received from lower layers before the ROUTING AREA UPDATE ACCEPT or ROUTING AREA UPDATE REJECT message is received
c)
T3330 time-out
d)
ROUTING AREA UPDATE REJECT, other causes than those treated in subclause 4.7.5.1.4, and cases of GMM cause values #22 and #25, if considered as abnormal cases according to subclause 4.7.5.1.4
i)
"Extended wait time" for PS domain from the lower layers
j)
Timer T3346 is running"
In cases b) and c), it cannot guarantee that the SGSN has not received the RAU REQUEST message, i.e. the SGSN may or may not have received the RAU REQUEST message. [Intel: agreed that we do not know whether the SGSN received the message or not, but for this kind of analysis you always need to consider the worst case, i.e. in our case that the SGSN did not receive the RAU REQUEST message.] If the SGSN received the RAU REQUEST message, then the mobile reachable timer will be stopped. Case d) does mean the SGSN has received the RAU REQUEST message. Hence the mobile reachable timer will be stopped. In case j), if T3346 was started with a value provided by the network and larger than T3312, the value of the mobile reachable timer is 4 min greater than T3346. Hence the mobile reachable timer will not expire before UE contacting the SGSN. [Intel: where do you read this? In TS 23.060 we find in 5.3.6.3.4:
"If the SGSN rejects a Routing Area Update Request or a Service Request with a Mobility Management back-off timer which is larger than the sum of the MS's periodic RA Update timer plus the implicit detach timer, the SGSN should adjust the mobile reachable timer and/or implicit detach timer such that the SGSN does not implicitly detach the MS while the Mobility Management back-off timer is running."

And according to TS 24.008, subclause 4.7.2.2:

"If the SGSN includes timer T3346 in the ROUTING AREA UPDATE REJECT message or the SERVICE REJECT message and timer T3346 is greater than timer T3312, the SGSN sets the mobile reachable timer and the implicit detach timer such that the sum of the timer values is greater than timer T3346."

but it is unclear what this means regarding the point in time when the mobile reachable timer will expire (will it expire 4 minutes after T3346 or much earlier?) and whether the SGSN is willing at all to forward any paging messages for CS services to the MS as long as T3346 is running or whether it will stop doing so after expiry of the mobile reachable timer.]
In case i), T3346 will be started and the SGSN is not aware of T3346 running at the UE side. If the EWT value is larger than 4 min, the mobile reachable timer will be expired. However, case i) does only apply to the lower priority UEs. In short, it is a very rare case that the mobile reachable timer expires at the SGSN during the periodic RAU procedure.

Observation IV: For Scenario (III), there is no MT CS service unavailability problem due to reason (a), and it is a very rare case that the mobile reachable timer expires at the SGSN. [Intel: In our view, these 'very rare cases' are valid abnormal cases that are already described in 24.008. We did not add anything to the cases, we are just adding to the analysis of the case and come to the conclusion that the currently specified requirements for the MS are insufficient to ensure that the MS can be paged for CS services.]
2.5 Observations for scenario (IV)
Firstly, for the periodic RAU, the analysis for Scenario (III) applies. [Intel: … meaning the MRT can expiry and the MS can become unreachable for paging (see our 'reason' (c) in section 2.1).]
In case of the SGSN is not changed, i.e., the RAU is initiated to the same SGSN previously registered, similar as in Scenarios (II) and (III), regardless of the RAU type (normal or combined) in NMO I or NMO II, the MT CS service unavailability problem will not happen due to currently there is no restriction specified to prevent the SGSN from paging the UE for the MT CS services in Scenarios (IV).

In case of the SGSN is changed, including inter-SGSN mobility and intersystem change from S1 mode to Iu or A/Gb mode:

 (1) For combined RAU:

The UE’s behaviour was already specified in TS 24.008 subclause 4.7.5.2.5 as below:

"-
if the update status is U1 UPDATED, and the stored LAI is equal to the one of the current serving cell and the routing area updating attempt counter is smaller than 5, then the mobile station shall keep the update status to U1 UPDATED, the new MM state is MM IDLE substate NORMAL SERVICE;
-
if the routing area updating attempt counter is smaller than 5 and, additionally, the update status is different from U1 UPDATED or the stored LAI is different from the one of the current serving cell, the mobile station shall delete any LAI, TMSI, ciphering key sequence number stored in the SIM/USIM and list of equivalent PLMNs and set the update status to U2 NOT UPDATED. The MM state remains MM LOCATION UPDATING PENDING; or

-
if the routing area updating attempt counter is greater or equal to 5, the mobile station shall delete any LAI, TMSI, ciphering key sequence number stored in the SIM/USIM and the list of equivalent PLMNs, and shall set the update status to U2 NOT UPDATED.

A GPRS MS operating in MS operation mode A shall then proceed with appropriate MM specific procedure; a GPRS MS operating in MS operation mode B may then proceed with appropriate MM specific procedures. 

The MM sublayer shall act as in network operation mode II as long as the combined GMM procedures are not successful and no new RA is entered. The new MM state is MM IDLE substate ATTEMPTING TO UPDATE or optionally MM IDLE substate PLMN SEARCH in order to perform a PLMN selection according to 3GPP TS 23.122 [14]."
Hence, if the 2nd or 3rd bullet is matched, there is no MT CS service unavailability problem.
One may argue that in the 1st bullet, the MT CS service unavailability problem may happen due to the reason (a) the VLR is still trying to page the UE via MME in E-UTRAN or via the old SGSN. Scenario (IV) does refer to the same abnormal cases as Scenario (III) as described in TS 24.008 subclause 4.7.5.1.5. In cases b), c), and d), it cannot guarantee that no context exchange is performed between the new SGSN and the old SGSN/MME. [Intel: as stated before, for this kind of analysis you always need to consider the worst case, i.e. in our case that the old MME/SGSN did not receive the context request.] If it is performed, then the old MME/SGSN will remove the SGs/Gs association after context exchange. In case j), for inter-SGSN mobility, below LAU trigger as specified in TS 24.008 subclause 4.4.1 applies:

"e)
when the MS is both IMSI attached for GPRS and non-GPRS services and enters a new routing area where the network operates in network operation mode I and timer T3346 is running."

For intersystem change from S1 mode to Iu or A/Gb mode, below LAU trigger as specified in TS 24.008 subclause 4.4.1 applies:

"d)
when the MS, configured to use CS fallback and SMS over SGs, or SMS over SGs only, enters a GERAN or UTRAN cell after intersystem change from S1 mode to Iu or A/Gb mode, if timer T3346 is running, and the location area of the current cell is the same as the stored location area;"

In case i), T3346 will be started and the SGSN is not aware of T3346 running at the UE side, hence the MT CS service unavailability problem may happen here. However, case i) does only apply to the lower priority UEs.
Furthermore, the combined RAU was not triggered by the expiry of T3312 and normally the default value of T3312/T3412 is 54 min. Then by default the expiry of the mobile reachable timer at the SGSN/MME will be 58 min. This is much longer for the five times reattempt of combined RAU (with up to 7 min 15 sec (= 25 x T3330 + 4 x T3311)) in the concerned abnormal cases. Hence, it is also a very rare case that the mobile reachable timer expires at the SGSN/MME during the combined RAU procedure. [Intel: So in sum, for abnormal cases b), c) and d), and i) in the worst case (old SGSN/MME is not requested to provide the context; or in the intra-SGSN case: SGSN does not store the new routing area), the MS cannot be paged until the attempt counter is set to 5. For case c) this will take up to 7 min 15 sec (= 25x T3330 + 4x T3311).]
(1) For normal RAU:

In NMO I, as analyzed for Scenario (I), the normal RAU can only be initiated in those three cases in which the analysis being moved to the combined RAU case above.

In NMO II, similar analysis for Scenario (I) could apply. There is no MT CS service unavailability problem in cases rather than intersystem change from S1 mode to Iu or A/Gb mode as well as the case of intersystem change from S1 mode to Iu or A/Gb mode in connected mode. For the case of intersystem change from S1 mode to Iu or A/Gb mode in idle mode, Scenario (IV) does refer to the same abnormal cases as Scenario (III) as described in TS 24.008 subclause 4.7.5.1.5. In cases b), c), and d), it cannot guarantee that no context exchange is performed between the new SGSN and the old MME. If it is performed, then the old MME will remove the SGs association after context exchange. In case j) below LAU trigger as specified in TS 24.008 subclause 4.4.1 applies:

"d)
when the MS, configured to use CS fallback and SMS over SGs, or SMS over SGs only, enters a GERAN or UTRAN cell after intersystem change from S1 mode to Iu or A/Gb mode, if timer T3346 is running, and the location area of the current cell is the same as the stored location area;"

In case i), T3346 will be started and the SGSN is not aware of T3346 running at the UE side. However, similar as analysed for Scenario (I), the UE will start T3212 with the shorter of the values of the remaining value of timer T3412, and the broadcast T3212 timeout value, which is shorter than the sum of mobile reachable timer and implicit detach timer running at the MME. Hence the MT CS service unavailability problem cannot happen due to the reason (b) the UE was locally detach at the VLR. However, like Scenario (I), the MT CS service unavailability problem may still exist due to the reason (a) the VLR is still trying to page it in E-UTRAN via SGs, before the expiry of T3212. But note that case i) does only apply to the lower priority UEs.

Observation V: For Scenario (IV), the MT CS service unavailability problem may happen in abnormal cases b), c), d) and i) but it is a very rare case. [Intel: In our view, these 'very rare cases' are valid abnormal cases that are already described in 24.008. We did not add anything to the cases, we are just adding to the analysis of the case and come to the conclusion that the currently specified requirements for the MS are insufficient to ensure that the MS can be paged for CS services.]
2.6 Observations for Scenario (V)
As per current TS 24.008, the UE will restart T3212 in Scenario (V) hence the LAU will be triggered at the expiry of T3212.

For network initiated GPRS detach with #7 and #14, as analysed in the reason for change of [3], the implicit detach timer may expire at the VLR before the UE contacting the VLR (i.e. before the expiry of T3212 runs at the UE). The case is the Detach Request (including all retransmissions) cannot be received by the UE (e.g. UE is 'out-of-coverage') and the UE was locally detached at the SGSN after four times reattempts (30s = 5 * T3322). Hereafter the UE wants to send any MO PS signalling (e.g. SM request in A/Gb mode, Service request in Iu mode) to the SGSN and then either the SGSN responds with Detach Request with #7 or #14 again, or RAU reject with #7 or # 14, or Service reject with #7. As a result, T3212 was started at the UE which is later than implicit detach timer started at the VLR. However, there is an assumption here that before the expiry of implicit detach timer, neither MT CS call nor MO CS call was initiated; otherwise the implicit detach timer at the VLR will be reset and restart again. Note that even the default value of implicit detach timer at the VLR was not specified in specs, but normally it will be set to larger than one hour or even much longer. Furthermore, once the UE received the Detach Request within 30s, no problem anymore. Hence this is a very rare case. [Intel: it is not possible to predict how long the MS will remain out-of-coverage – like it is not possible to predict how long it will take for the UE to find a GERAN/UTRAN cell upon receipt of a TAU Reject with cause #7 or #14. Therefore we suggest that like in that other cases (see CRs to TS 24.301 in C1-093568 and C1-101522), CT1 should agree to trigger a location updating procedure in order to ensure that the two timers are started in a synchronized way.]
For RAU reject with #7 and #14, if it does not follow above network initiated GPRS detach with #7 and #14, then cannot see implicit detach timer will expire before the expiry of T3212 at the UE due to the start of them is almost at the same time. How often the case network initiated GPRS detach with #7 and #14 followed by RAU reject with #7 and #14 happens?
For Service reject with #7, if it does not follow above network initiated GPRS detach with #7, then as per TS 29.018, the SGSN will not send a BSSAP+-GPRS-DETACH-INDICATION message to a VLR and hence the implicit detach timer will not start at the VLR. How often the case network initiated GPRS detach with #7 and #14 followed by Service reject with #7 happens?
[Intel: In principle, this could be 3 times the same scenario with a small variation: First the network tries to perform a network initiated detach with cause #7 or #14, but the MS is out-of-coverage. Nevertheless the VLR is starting its implicit detach timer at that point in time. Let's say 2 h later the MS returns to coverage. 

If it returns to the same routing area the MS could start immediately with some SM signalling (in Gb mode) to which the SGSN could respond with Detach Request (#7/#14) (assuming that the SGSN still has some subscriber context and is able to map the TLLI/P-TMSI to an IMSI). In Iu mode the MS could start with a Service Request procedure and receive a Service Reject (#7) or Detach Request (#14).
If the MS returns to a different routing area, or if the periodic RAU timer has already expired, the MS would start with a normal, combined or periodic RAU request and receive a RAU Reject (#7/#14).]
Note that as per described in TS 24.008, the current specified UE’s behaviour in Scenario (V) (i.e. restart T3212) is for the normal cases, hence tend to say normally it is enough to make sure the MT CS services available.
Observation VI: For Scenario (V), in normal cases, the current specified UE’s behaviour (i.e. restart T3212) is enough to make sure the MT CS services available.

2.7 Summary
Based on above observations, we could have a conclusion:

Conclusion I: The MT CS service unavailability problem cannot be completely avoided when taking all possible unsuccessful cases or abnormal cases (including cases may happen in the field but uncovered in 3GPP specs) into account. But, it does happen in very abnormal and rare cases [Intel: …   that are already described today in TS 24.008, and that CT1 tried to cover in the specification. – In our view, it is just that measures currently specified for the MS to restore reachability for MT CS service are not sufficient, because in some cases CT1 (or rather its predecessor groups) overlooked an error scenario (abnormal cases for periodic RAU, network initiated detach with cause #7, #14) or architecture enhancements like the SGs interface or new features like MTC added new scenarios that could not occur earlier.]
3. Solutions analysis
3.1 UE based solution
It was proposed in [1] to set the update status to U2 NOT UPDATED to force the UE initiating an LAU procedure to remove the SGs/Gs association at the VLR to make sure the subsequent MT CS paging could be delivered via A/Iu-cs interface to the UE. However, currently it is not very clear whether the UE will unconditionally initiate an LAU request once the update status was set to U2 NOT UPDATED. In [2-4], it proposes the UE to immediately initiate an LAU procedure.
One thing is, here we are talking about some specific unsuccessful cases or abnormal cases. Hence it cannot guarantee that the LAU initiated by the UE will be 100% successful and it could be failed due to abnormal cases as well (see subclause 4.4.4.9 in TS 24.008). So the UE based solution could not fully resolve the MT CS service unavailability problem in the concerned scenarios. [Intel: agreed that there can be no 100% solution – if the network is 100% down, then there is no service. But at least we can try to maintain CS services, and as subclause 4.4.4.9 shows, once the generic LAU procedure is started, then the MS will follow the corresponding behaviour for error cases that is already specified and can be re-used. – This was the general design principle starting from GPRS release '97, and we don't see a reason why to deviate from this.]
Even we give more chance for the UE to initiate an LAU and assume such LAU will be successful as far as possible, then one more thing is, if taking the fact that everything could happen under the abnormal cases, then the MT CS service unavailability problem could happen in more other cases, not just in those five scenarios analyzed in this paper. For examples, for RAU rejected with #10 (Implicitly detached), even the UE shall perform a new attach but if such attach procedure is failed for very long time due to abnormal cases, the MT CS service unavailability problem may happen as well. [Intel: We agree that cause #10 deserves some additional consideration (see our discussion paper C1-150189).] In the below abnormal case, if the re-initiated RAU is failed for very long time due to abnormal cases, the MT CS service unavailability problem may happen as well:

"e)
If a routing area border is crossed, when the MS is in state GMM-ROUTING-AREA-UPDATE-INITIATED, the routing area updating procedure shall be aborted and re-initiated immediately. The MS shall set the GPRS update status to GU2 NOT UPDATED."
Another key point is, the UE based solution is not backward compatible for the legacy UEs. The proposed changes were for Rel-12+ UEs while the problem may exist for the legacy UEs as well. If people say such MT CS service unavailability problem is fatal and has to be resolved, than the legacy UEs should be covered. But the fact is the legacy UEs on the field cannot be updated anymore. [Intel: We don't think that "backward compatible" is the right term here. Obviously, legacy UEs will not benefit from a UE based solution, but in our view the proposed solutions do not introduce any compatibility problems between new UEs and legacy networks (or legacy UEs and new networks).
We did not propose changes to releases before Rel-12, because we do not consider this as a 'frequent and serious mis-operation (FASMO)' of the system. - If is in our view serious, when it occurs, but apparently it does not occur frequently.  So the number of legacy UEs in the field should not be taken as an argument against correcting the error on the UE side.]
Conclusion II: Just due to Conclusion I, the UE based solution is not a best and even feasible solution to resolve the MT CS service unavailability problem due to it cannot cover all possible cases and is not backward compatible for the legacy UEs in the field.
3.2 Network based solution
When taking Conclusion I, the network based solution should be preferred here, if such problem really needs to be resolved.
Here the fact is the VLR does not know the RAU was failed at the UE side for longer time due to some specific unsuccessful cases or abnormal cases. Hence, why we cannot give the VLR a chance to page on A/Iu-cs interface to the UE when there is no response from the SGs or Gs interface? By doing this way, whatever cases (unsuccessful cases, abnormal cases, or other cases uncovered in the specs) happened at the UE side, the paging via A/Iu-cs interface will make the MT CS services available as far as possible. The thing is the UE based solution is case by case, while the network based solution could cover all cases at the UE side.
Another key point is the network based solution is backward compatible for the legacy UEs, and is fully controlled by the operator. This is a way the operator could control without depending on the UE’s implementation in different cases (unsuccessful cases or abnormal cases).

In TS 29.118, CT1 has discussed the possible delay or failure of MT CS services delivery (see [5-6]) and enhanced the paging policy at the VLR already as below:
"Dependent on network configuration or operator policy, if the UE does not respond to a first paging on SGs interface or the VLR considers UE fallback was failed as described in subclause 5.15.1, and A/Iu paging has not been initiated already, the VLR shall page on the A/Iu interface."
So if an operator cares much on the availability of MT CS services, they should do something under their control to avoid this as far as possible, e.g., to open the switch to mandate the VLR to page on the A/Iu-cs interface if no respond on the SGs interface. By doing this way, the MT CS service unavailability problem due to the reason (a) the VLR is still trying to page UE in E-UTRAN via SGs has gone, i.e. all cases of intersystem change from S1 mode to Iu or A/Gb mode have gone.

[Intel: We are looking at this more from the subscriber's point of view, and in our view the disadvantage of your network based solution is that it is left to network configuration or operator policy whether the subscriber can receive his MT CS services. Essentially your text says that "the VLR may also page on the A/Iu interface", but the subscriber cannot influence whether your proposed change is actually 'activated' in a network.
In our view, the gaps that we have detected are actual gaps in the system design, and they deserve to be solved in a reliable way. Closing the gaps should not dependent on whether or not a network is configured in a specific way or whether the operator wants to apply a certain policy.]
Following above enhancement on the SGs interface, why could not do the same enhancement at the Gs interface? Currently, in TS 29.018, it states:

"The VLR may apply implementation specific rules for sending the paging on the A and Iu-CS interfaces; e.g. paging on the A and Iu-CS interfaces may be limited to cases when the GPRS MS did not respond to a first paging on Gs interface."
It could be very easy to enhance the VLR at Gs interface as below:
"Dependent on network configuration or operator policy, if the MS does not respond to a first paging on Gs interface and A/Iu paging has not been initiated already, the VLR shall page on the A/Iu interface."
By doing this way, the MT CS service unavailability problem due to the reason (a) the VLR is still trying to page UE via SGSN has gone, i.e. all cases of intra/inter SGSN mobility in 2G/3G have gone.
Proposal I: The network based solution is proposed by enhancing the VLR to page on the A/Iu-cs interface once no respond to the paging on SGs/Gs interface. [Intel: Would operators and network vendors support to remove the dependency on network configuration or operator policy, both in 29.018 and 29.118? – Does any network vendor/operator have concerns about the possible increase in the paging load?]

4. Conclusions
This paper provided a detail analysis on the scenarios and problems to be resolved by contributions [1-4] and have below observations:

Observation I: For Scenario (I), if the context exchange is performed before rejecting the RAU, there is no MT CS service unavailability problem.

Observation II: For Scenario (I), even if the context exchange is not performed before rejecting the RAU, in NMO II, the MT CS service unavailability problem does only exist in case of intersystem change from S1 mode to Iu or A/Gb mode in idle mode.
Observation III: For Scenario (II), the context exchange is performed before rejecting the RAU, hence the MT CS service unavailability problem does not exist.
Observation IV: For Scenario (III), there is no MT CS service unavailability problem due to reason (a), and it is a very rare case that the mobile reachable timer expires at the SGSN.
Observation V: For Scenario (IV), the MT CS service unavailability problem may happen in abnormal cases b), c), d) and i) but it is a very rare case.

Observation VI: For Scenario (V), in normal cases, the current specified UE’s behaviour (i.e. restart T3212) is enough to make sure the MT CS services available.

[Intel: To repeat our opinion: all these 'very rare cases' are valid abnormal cases that are already described today in 24.008. We did not add anything to the cases, we are just adding to the analysis of the case and come to the conclusion that the currently specified requirements for the MS are insufficient to ensure that the MS can be paged for CS services.]

Based on above observations, we have below conclusions:

Conclusion I: The MT CS service unavailability problem cannot be completely avoided when taking all possible unsuccessful cases or abnormal cases (including cases may happen in the field but uncovered in 3GPP specs) into account. But, it does happen in very abnormal and rare cases

Conclusion II: Just due to Conclusion I, the UE based solution is not a best and even feasible solution to resolve the MT CS service unavailability problem due to it cannot cover all possible cases and is not backward compatible for the legacy UEs in the field.
Finally, we have below proposal and covered in the CR C1-150319 for TS 29.018. Note that the similar enhancement at SGs interface has already done in TS 29.118.
Proposal I: The network based solution is proposed by enhancing the VLR to page on the A/Iu-cs interface once no respond to the paging on SGs/Gs interface.

[Intel: In our view, the gaps that we have detected are actual gaps in the system design, and they deserve to be solved in a reliable way. Closing the gaps should not dependent on whether or not a network is configured in a specific way or whether the operator wants to apply a certain policy.]
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