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Abstract: This document discusses the issue caused by the UE receiving a request from the network to deactivate the default bearer of a PDN connection which the UE sees as the last PDN connection due to a mis-synchronisation of the bearers between the UE and the network. In particular, this document discusses issues with the original solution discussed in CT1#82 and proposes to clarify the concerns with the alternative solution that was proposed in CT#59 which was not approved into specification. Finally, this document also provides a response to other proposals which we believe are circulating but have not yet been fully socialised.
1
BACKGROUND:

At CT1#82, Samsung CR C1-130843 "EPS bearer deactivation procedure during EPS bearer context unsynchronization" was agreed. The original problem is summarised below:
Due to the local deactivation of EPS bearer contexts, the EPS bearer contexts are not synchronized between UE and network until after a successful tracking area updating procedure or a service request procedure (by sending the EXTENDED SERVICE REQUEST message). However, if the UE moves to connected mode through a service request procedure, the bearers will not be re-synchronized, since the EPS bearer context status IE is not included in the SERVICE REQUEST message. Now if the network then deactivates the default EPS bearer context of a PDN connection, the UE sees this as as request to deactivate the last PDN connection, though the MME is unaware that this PDN connection is the last PDN connection in the UE. If the UE successfully processed this request, it would have no remaining PDN connection after deactivation of the associated EPS bearer contexts, even though the UE remains attached. This is not allowed.
The solution that was agreed in CT1#82 (but not approved at CT#59) allowed the UE to send back the DEACTIVATE EPS BEARER CONTEXT ACCEPT message, locally detach and then send a re-attach.

Samsung was contacted offline by a number of companies wishing to express some concerns with the agreed CR at CT1#82 and after some discussion it was proposed to submit an alternative solution to CT Plenary (co-signed by 7 companies). The solution was submitted in CP-130157 (revised to CP-130165). The alternative solution proposed in CT#59 was for the UE not to send back the DEACTIVATE EPS BEARER CONTEXT ACCEPT, but instead perform an explicit detach followed by a re-attach if necessary to re-obtain service.

One company raised some concerns in CT Plenary and it was decided to not approve the revision or the original CR in C1-130843, and to revert the issue back to CT1. 
2
DISCUSSION:

2.1
Issues with approach original specified in CT1#82
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Figure 1: Solution proposed in C1-130843

NOTE: The "letters" above in the diagram point to the issues highlighted below:

a. What is the scenario that causes the bearers to be unsynchronised between the UE and the Network?
There are rare cases of unsynchronised bearers and this can be seen in signalling logs. An example of where the issue of unsynchronized bearers could occur is where the UE due to e.g. a resource issue, has to release a bearer and the IDLE mode UE does not have the resources to establish the NAS signalling connection and send the explicit request to the network to deactivate the bearer. Instead the UE that needs to claim back resources may perform a local deactivation of the bearer context and try and synchronise the network on the next Tracking Area Update. It may be argued that the UE should not be locally deactivating the default bearer context of a PDN connection, but subclause 6.4.4.6 already highlights cases where the UE could locally deactivate the default bearer of a PDN connection leading to the deactivation of other associated EPS bearer contexts.
b. The UE is already in CONNECTED mode, so there seems to be no reason to locally detach

For the network to send the bearer deactivation request, the UE has to already be in CONNECTED mode or be moved from IDLE to CONNECTED (via paging/service-request). If the UE is connected, it is able to send an explicit detach to the network. This would be usual behaviour when the UE is connected.
c. Sending the DEACTIVATE EPS BEARER CONTEXT ACCEPT message

This would be against the principles of Stage 2. By sending the ACCEPT message, the UE is indicating to the network that the PDN connection was disconnected successfully. However, the UE was not able to process the request successfully. Additionally, since this relevant PDN connection is the last one in order to release it as per the logic existing from Rel-8 the UE shall detach.
d. On what signalling connection should the UE send the re-attach?

Normally when the network asks the UE to detach and re-attach, the network will release the NAS signalling connection and after release, the UE will send the re-attach on a new NAS signalling connection. In this case, a local detach occurs, and the network is not aware of this and thus is unable to perform the release. Therefore, it is not clear whether the UE should send the re-attach on the existing NAS signalling connection or on a new NAS signalling connection. To align with explicit detach, the UE would need to locally release the connection after local detach and then perform the attach on a new NAS signalling connection.
e. Issue of sending the re-attach without the network having detached.
Normally the network is not expecting to receive an Attach when the network has not received a detach request. It would require new functionality now in the network to process the re-attach when the network is not in the correct state to accept the re-attach. Note that when the network receives a Detach, no special functionality is required, and the network will normally process the attach message following the Detach.
f. An explicit DETACH would allow the network to synchronise with the UE and claim back resources upstream more quickly
If the UE performed a local detach, there is no way for the network to claim back resources. However, when the network receives a DETACH, this now triggers a series of events within the network to claim back resources. The MME will inform the SGW and PGW, PCRF and SGSN and clean up resources in the network orderly.
Thus the following proposal was submitted to CT#59:
6.4.4.4
Abnormal cases in the UE

The following abnormal case can be identified:

a)
UE is requested to deactivate a default EPS bearer context of the last PDN connection:
When the EPS bearer indicated in the DEACTIVATE EPS BEARER CONTEXT REQUEST message is the default EPS bearer context of the last PDN connection that the UE has, then the UE shall ignore the request and instead shall respond by performing a detach. Additionally, the UE may perform a re-attach.

NOTE:
User interaction is necessary in some cases when the UE cannot re-activate the EPS bearer(s) automatically.
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Figure 2: Solution proposed in CP-130165
2.2
Mitigation of concerns expressed over the alternative solution
a. Issue of processing EMM request when an ESM transaction is in progress
We do not document such cases in our specifications and we endeavour not to mix ESM and EMM in the UE or Network. However in this case the UE is sending a DETACH REQUEST which will be handled by the EMM entity in the network. The UE can send a detach request at any time. If the network has any outstanding ESM procedures, it would be expected that the network would clean them up as a natural consequence of a reclaiming resources due to receiving the Detach. The MME must now already have to deal with cases such as network deactivating an EPS bearer at the same time as the UE switching off and sending a detach request indicating "switch off".
b. What type of detach?

This depends on the mode of operation of the UE. Detach is already documented already in TS 24.301 and we do not want to have a special Detach procedure to fix this abnormal case. So the UE could do an "EPS services only" or "Combined EPS/IMSI detach". As a result of performing the detach procedure, the UE may perform RAT reselection to the CS domain or may stay in E-UTRAN and try to obtain service.
c. Should the UE be mandated to re-attach?
When such an abnormal event occurs, the final outcome of actions of the UE is much dependent on high layers and applications, even user. Those interactions could result in the mobile attempting to get to GERAN/UTRAN and not necessarily re-attach to E-UTRAN. Thus it is justifiable to say "may perform a re-attach".
d. What about the network's desire for the UE to re-activate the EPS bearer context?
If the network requested the UE to perform a DEACTIVATE EPS BEARER CONTEXT REQUEST with "reactivation requested" #39, the UE does not process the request as it identifies this as an abnormal case of trying to deactivate the last PDN connection. It seems appropriate for the UE to fall into "abnormal processing" and not to try and salvage the original request and turn the "reactivation requested" into "reattach required". NOTE: From the perspective of IR.92, if the IMS PDN connection is lost, the UE is mandated to re-establish the connection.
e. There is more signalling required on the network side with this solution

This should not be viewed as a concern given that the benefits of performing the explicit detach clearly outweigh the benefits of locally detaching (i.e. faster synchronisation/claiming resources in the network, no abnormal behaviour required in the network to process receiving the re-attach before ever receiving a detach). Additionally the UE is CONNECTED mode, so the expected behaviour of the UE would be to send an explicit detach as a NAS signalling connection is available.
f. Wording concerns on the proposal in CP-130165
The main concern of wording is how to describe what the UE does with the DEATIVATE EPS BEARER CONTEXT REQUEST. Proposals have been "the UE shall ignore the request" and "the UE shall not process the request" and "the UE shall not send back the DEACTIVATE EPS BEARER CONTEXT ACCEPT". Samsung is OK to consider any of these proposals. However we specify it, the UE does perform the deactivate EPS bearer context procedure and instead performs a detach procedure. 
2.3
Response to other proposals that have been discussed offline

It is believed that another company is looking at synergies of this issue, with the reverse case where the UE sends a PDN disconnect for a PDN connection, but the network sees this as the last PDN connection. This particular case is covered by subclause 6.5.2.4 on TS 24.301 by the network sending cause #49: last PDN disconnection not allowed because a UE should never send PDN DISCONNECT to disconnect the last PDN connection, detach is required for that.
In particular, it is believed that this company wants to specify a solution where the UE is able to reject the network's request to deactivate the EPS bearer context, and then the network seeing this rejection will perform a network initiated detach.
This would require either adding cause #49 to the DEACTIVATE EPS BEARER CONTEXT ACCEPT message or creating a new DEACTIVATE EPS BEARER CONTEXT REJECT message with cause #49.
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Figure 3: Other proposal not solicited publically
NOTE: The "numbers" above in the diagram point to the issues highlighted below:
Issues with this approach:
1) The UE cannot simply decide to reject the networks request to deactivate a bearer. Here, the network acts as the Master and the UE acts as the Slave. The reverse analogy does not work.

2) It is not appropriate to add a cause code to DEACTIVATE EPS BEARER CONTEXT ACCEPT that is effectively stating that the deactivation did not occur, when an accept message was sent back.
3) There is no justification to create a new REJECT message to handle this abnormal error case. Clearly this solution is overkill.

4) This solution affects both the UE and the Network both in terms of protocol impact and logic. 

3
WAY FORWARD

CT1 is asked to agree the solution in C1-13xxxx that was proposed in CP-130165 or to consider a revision of this CR to address any wording concerns.
