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1. Introduction
3GPP specifications have defined several congestion/overload control mechanisms, especially when considering the large number of M2M devices accessing the network. Such mechanisms attempt to avoid the network failure in the congestion/overload state and to ensure the fast recovery from the congestion/overload.

For congestion/overload control mechanisms defined at the mobility management entities in PS domain, e.g. MME and SGSN, currently the NAS layer, AS layer and GTP layer are covered. However, there is no congestion control mechanism defined at the SGs/Gs interface for the network in S1 mode and NMO I when the MME/SGSN is congested. 

This discussion paper attempts to analyse the current defined congestion/overload control mechanisms for the MME/SGSN, based on which to discuss how to define the congestion control mechanism at the SGs/Gs interface for the network in S1 mode and NMO I. 

Considering the similar congestion/overload control mechanisms provided in S1 mode can also apply in A/Gb and Iu mode, then below analysis and discussion only caters for S1 mode but they also apply for A/Gb and Iu mode in NMO I.
2. Discussion

2.1 Current congestion control at the MME
Currently, several congestion/overload control mechanisms have already defined at the MME in both stage 2 and stage 3 specifications to cover different layers and interfaces. Table 1 provides summary information for such defined congestion/overload control mechanisms:
Table 1 Congestion/overload control mechanisms at the MME
	Release
	Layer/Interface
	Related entity
	Congestion/overload control mechanisms

	Rel-8
	AS layer, S1 interface
	eNodeB
	Sending OVERLOAD START message with Traffic Load Reduction Indication (see TS 23.401 [1]).

	Rel-10
	NAS layer
	UE
	NAS level congestion control including  (see TS 23.401 [1] and TS 24.301 [2]):
(1) APN based Mobility Management congestion control:
Rejecting Attach request with a congestion cause code and an MM back-off timer;
(2) General NAS level Mobility Management congestion control:
Rejecting all EMM NAS request messages (except some exception cases) with a congestion cause code and an MM back-off timer; and
(3) APN based Session Management congestion control:
Rejecting ESM request messages with a congestion cause code and an SM back-off timer.

	Rel-10
	GTP layer, S11 interface
	Serving GW
	Rejecting Downlink Data Notification requests with throttling parameters (see TS 23.401 [1] and TS 29.274 [3]).


One can see that the general logic of congestion/overload control at the MME is to reject the request message with an indication and/or parameters to the sending nodes to inform the congestion control performed at the MME. The sending nodes will stop or reduce to send the request messages again based on the received indication and/or parameters within the reject message.
2.2 Congestion control on SGs interface
In S1 mode, if the network support CS fallback and/or SMS over SGs, the SGs interface shall be deployed. After the UE successfully combined registers to both the EPS services and non-EPS services, i.e. an SGs association was established for the UE, upon receipt of an incoming call or SMS, the VLR will send an SGs paging request to the MME which will trigger the MME initiates the paging procedure to the UE.

Currently, no congestion/overload control mechanism was defined at the MME for the request message received at the SGs interface. In other words, it is still unclear how to handle the received request message from the VLR when the MME is under congestion. Possible ways may be:

(1) Simply discards the received paging request from the VLR; or 

(2) Handles as normal (i.e. not under congestion) and initiates the page procedure to the UE.

If going the way (1), the VLR can still send the paging request to the MME due to it does not know the associated MME is congested. This will somehow increase the signalling load at the MME and worsen the congestion situation. If going the way (2), the UE will misinterpret the congestion has gone at the MME upon receipt of the paging. The running MM back-off timer is stopped and the UE can (re)send the EMM request message. This will break the ongoing NAS level congestion control and is unacceptable.
Hence, a beneficial way is to define a congestion control mechanism on the SGs interface like done at NAS layer and GTP layer. By doing this, the signalling from the VLR will be reduced when the MME is under congestion which will help the recovery from the congestion.
2.3 Solution analysis
Following the general logic of current congestion/overload control at the MME, an indication and/or parameters need to be specified to inform the VLR that the MME is under congestion. Then in which way to send such indication and/or parameters to the VLR should be evaluated to make the change is simpler.  
2.3.1 Congestion cause code vs. back-off timer value
Currently, no existing SGs cause code is used to indicate congestion. So the congestion cause code is necessary. Furthermore, a back-off timer value is also needed for the VLR to control the sending of paging request. However, whether such back-off timer value should be allocated by the MME and sent at SGs interface needs to be evaluated more.

At the NAS layer, such back-off timer value was allocated by the MME and sent to the UE. However, at the SGs interface, if the MME also provides the back-off timer value, it will change too much and complicate the VLR handling, e.g. to handle when the time value is zero/deactivated or no time value is included. Furthermore, it is common case that the MME interfaces with the legacy (pre-Rel-11) VLR to provide CS fallback and/or SMS over SGs. To provide the back-off timer value at SGs interface will result in backward compatibility problems. So to make the change is less impacted on both VLR and SGs interface, it is proposed not to provide the back-off timer value at SGs interface. The VLR can allocate the timer value based on the operator’s CS/PS coordination policy or roaming agreement (if the VLR and the MME locate in different operators).
2.3.2 Paging reject vs. UE unreachable
Following section 2.3.1, only congestion cause code needs to be provided to the VLR. Now the problem is how to send such cause code to the VLR? Two existing SGs messages can be re-used: SGsAP-PAGING-REJECT message and SGsAP-UE-UNREACHABLE message.
Both messages can work well for the new VLR (i.e. Rel-11 onwards VLR), but more things need to take care when considering the legacy VLR. If the SGsAP-PAGING-REJECT message is reused, the legacy VLR will treat the new congestion cause code as "Normal, unspecified" and move the SGs association state to SGs-NULL. The SGs association moves to SGs-NULL means that the VLR can not initiate the SGs paging again for this UE when the "Confirmed by Radio Contact" restoration indicator is "true". Then the UE will never be paged even when the congestion has gone at the MME. As a result, the incoming call and/or incoming SMS will failure.
If the SGsAP-UE-UNREACHABLE message is reused, the legacy VLR will also treat the new congestion cause code as "Normal, unspecified", but will not change the state of the SGs association. Then the UE can be paged when the congestion has gone at the MME. For the MME part, can not page the UE due to congestion control can be treated as a kind of UE unreachable (even the Paging Proceed Flag is set to "true"). Hence it will not impact the current congestion control performed at the MME when reusing the SGsAP-UE-UNREACHABLE message.
2.3.3 Proposed solution
Based on the analysis in section 2.3.1 and 2.3.2, it is proposed to define a congestion control mechanism on the SGs interface as shown in Figure 1 below:
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Figure 1

1. Upon receipt of an MT call or MT SMS, the VLR first checks whether the associated MME is under congestion or not. If the MME is under congestion, the VLR will not initiate the SGs paging procedure to the congested MME; otherwise, the VLR initiates the SGs paging as normal.
2. The MME is under congestion and performing the congeston control. Upon receipt of an SGs paging request message, the MME returns an SGsAP-UE-UNREACHABLE message with SGs cause "Congestion".
3. Upon receipt of an SGsAP-UE-UNREACHABLE message with SGs cause "Congestion", the VLR sets the MME congestion state and starts a back-off timer with pre-configured value. When the timer expiries, the VLR removes the MME congestion state.
4. When the associated MME is under congestion, the VLR may apply implementation specific rules to send paging messages on the A/Iu interface directly. By doing this, the UE can also be paged when the UE campes on GERAN or UTRAN.
In step 1, if the MT call is received with priority, the VLR can also initiate the SGs paging procedure even the associated MME is under congestion.
3. Conclusion

This discussion analysed the current congestion/overload control mechanisms defined at the MME and showed the benefit for defining a similar congestion control mechanism on the SGs interface. Possible solutions for performing congestion control on the SGs interface were evaluated and finally a proposed solution was provided. 

It was proposed the MME returns an SGsAP-UE-UNREACHABLE message with SGs cause "Congestion" to the VLR when it was under congestion. The VLR will set the MME congestion state and start a back-off timer when it is informed that the associated MME was under congestion. Upon receipt of an MT call or MT SMS, the VLR first checks whether the associated MME is under congestion or not. If the MME is under congestion, the VLR will not initiate the SGs paging procedure to the congested MME; otherwise, the VLR initiates the SGs paging as normal. 

The proposed solution is shown in CR C1-122831 for TS 29.118 and C1-122832 for TS 29.018.
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