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Introduction

CT1 have been discussing the protocol mechanism for transferring Access Transfer Update - Session Transfer Identifier (ATU-STI) and Correlation MSISDN from SCC AS to the ATCF.
The ATU-STI allows the ATCF to address the appropriate SCC-AS, with such requests sent by I-CSCF, and this is then treated as a PSI to reach the SCC-AS. Requests received from the MSC server with this ATU-STI are correlated with dialogs from the original UE that belong to the same ATU-STI. 

Typical scenario

A typical scenario might consist of a network with 100 000 users registered with the eSRVCC capability. It would seem reasonable that this might be supported by 10 ATCFs and 5 SCC application servers (these may be on the generous side. Assuming a total arbitrary relationship between ATCF and SCC application servers, that means that there is a relationship between each ATCF/SCC AS pair supporting 10 000 users.

With this scenario the data in the ATCF of that 10 000 users needs to be a direct replication of the data contained in the SCC AS.

Current proposals

The current proposals make use of a SIP message sent from the SCC AS to the ATCF. The only feedback to the SCC AS is the 200 (OK) response. 

It is unclear whether the routeing of this SIP transaction is direct or via the S-CSCF. Discussion in the previous conference call relating to whether a new reference point was required, implied that some people were envisaging a direct transaction, whereas others expected it to be an AS generated originating transaction via the S-CSCF, and routed from there.

Failure scenarios

Message failure

If a SIP message is lost in transit, then two recovery mechanism are possible.

1. If the message is sent using a reliable transport protocol, then either timeouts occur in the transport protocol (in the absemce of any transport level acknowledgement), or the next message sent down the same transport channel will identify that a message has been lost. The transport protocol will then inform the upper layers that a message has been lost, and the message retransmitted.

2. If the message is sent using an unreliable transport protocol, then SIP has to run its own recovery mechanisms. This is performed using timers. If the the timer expires and a 200 (OK) response has not been received, then the message is retransmitted. Successive failures increase the timer exponentially. Other messages between the same endpoints do not allow earlier identification of lost messages, so the signaling protocol is essentially compelled, i.e. keep retransmitting until the specific acknowledgement is received. This is a fairly rudimentary recovery mechanism. Even primary rate ISDN layer 2 managed better than this.

While the message will presumably eventually get through, there is the danger that a session transfer may occur before the ATCF has been updated due to the slowness of SIP messaging used in this form.

Mistransmission and malreception of data

If for some reason the data sent to the ATCF becomes corrupted, i.e. it no longer corresponds to the data contained in the SCC-AS, this will only be discovered when at attempt is made at session transfer. While the protocol protects against this, any nother of other internal errors can occur than cause corruption. Presumably in this case the correct ATCF fails to address the correct SCC AS on a session transfer, and the session transfer will fail.
ATCF failure

The ATCF can be standalone or can be collocated with P-CSCF, IBCF, or MSC server.

If standalone, then if the ATCF fails, it is assumed that on recovery, the user’s registration paths will still exist, as these are determined by state in the UE, P-CSCF and S-CSCF. However any state in the ATCF will be lost. This will probably include existing sessions that are currently using the ATCF after session transfer, 

If the ATCF is combined with the P-CSCF, then presumably both will fail. P-CSCF restoration calls for the UE to reselect the P-CSCF and perform a new registration, which will update the ATCF function associated with the P-CSCF. Recovery will occur, albeit presumably slowly.

If the ATCF is combined with an IBCF the issues are identical to those for a standalone ATCF.

If the ATCF is combined with the MSC server, then presumably restoration of the MSC server will lose current calls that have not undergone session transfer. No issues therefore.

Proposals

It is believed that improvements in handling can be made by adopting the following.
1. Make better use of transmission resources by allowing one message to carry the data for multiple users.

2. Use sequence numbers on transmission so that the ATCF can identify it has lost data by the time the next message arrives, thus pre-empting timeout at the sender before the error is discovered.

3. For each ATCF / SCC AS pair, create a hash of the data contained in the SCC AS and transmit it to the ATCF, ideally with each message. If the ATCF cannot compute the same hash, it can identify that its data is corrupted, and therefore seek correction of the problem.

4. Allow the ATCF to request a complete new set of data from any of its peer SCC AS at any time.

No direct solution proposed at this time. Note all the above could be supported in the proposed MESSAGE method, probably supported over a reliable transfer mechanism. However a number of other protocols could also perform the same function.
Note that an example of a data synchronisation protocol is given in http://tools.ietf.org/id/draft-schulzrinne-ecrit-lost-sync-01.txt for Lost servers. 

