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1. Introduction

According to the latest TS 23.401 10.2.1, it has been agreed that the Low Priority Indicator is stored in the EPS bearer context for the purpose of charging. 
“The low access priority indication may be included in charging records by the visited and home networks. In order to permit the S-GW to include the low access priority indicator in the charging records, the low access priority indicator should be stored in the MME EPS Bearer contexts and should be passed as part of these contexts to other SGSN/MME or S-GW nodes in mobility management procedures.

NOTE 3:
In this release there is no other usage of storing the low access priority indicator in EPS Bearer contexts other than for the purpose to include it in charging records.”

In CT1, it was agreed that the UE needs to perform TAU / RAU upon re-configuration of this indicator with in the UE.

“The UE in state EMM-REGISTERED shall initiate the tracking area updating procedure by sending a TRACKING AREA UPDATE REQUEST message to the MME,

….
r)
when the Device properties change in the UE.”
“
This discussion paper attempts to analyze the Stage 2 requirements, current CT1 agreement and the different approaches that can be adopted to fulfil stage 2 requirements. Also the discussion paper attempts to propose a way forward.
2. Analysis of low Priority indicator storage, indication and re-configuration
Background and Assumptions: 

Background for all the solutions discussed below is the following:  
(1) UE is configured with Device Properties: NAS Signaling Low Priority indicator. 
(2) UE includes Device Properties in the NAS messages. (Complete list of NAS messages that will include the low priority indicator is FFS). Network has the option to use the low priority indicator to reject NAS messages and protect the network from overload.
Snippet from TS 23.401 a21 Section 4.3.7.4.1: In addition, to protect the network from overload the MME has the option of rejecting NAS request messages which include the low access priority indicator before rejecting NAS request messages without the low access priority indicator (see clause 4.3.7.4.2 for more information).

Assumption is that the Low Priority indicator is configured on a per device basis (Refer: 3GPP TS 24.368) in release 10. In the future (release 11), the device may be running multiple applications with different priorities hence it may not be a per-device configuration and it could be a configuration per PDN connection. Note this was the rationale behind storing the low priority indicator on a per PDN connection already in release 10.
Alternative 1 – Store the indicator in the network per PDN connection; Perform TAU upon UE reconfiguration; Context within the network updated upon UE re-configuration:
(1) Store the low priority indicator in the network upon receiving the indicator in the NAS message(s).
(2) When the UE is re-configured (ie there is a change in UE device properties) UE performs tracking area update procedure. 
(3) Network updates all the contexts that it maintains with UE’s new configuration of device properties. 
Pros: 
(1) As stated in stage 2, contexts within the network and the CDR for the UE will always contain the latest indicator. 

(2) Network can use the latest stored indicator information for the upcoming Service Request for protection due to overload / congestion since the Service Request may not contain the low priority indicator due to performance requirements for SAE/LTE.

Cons: 
(1) It will be a rel-10 solution only and needs to be changed in rel 11 in both the network and the UE. 
From the network point of view: The expectation is that in release 11, every PDN connection could have a different priority hence updating all PDN connections with a single priority indicator sent in the TAU in release 10 will not be future proof for the network.  Release 11 network will have to apply different handling for release 10 UE(s) and release 11 UE(s).
Similarly, Release 11 UE may not receive the same kind of service from a release 10 network.
Alternative 2 – Store the indicator in the network per PDN connection; Perform TAU upon UE reconfiguration; Do nothing at indicator change:
(1) Store the low priority indicator in the network upon receiving the indicator in the NAS message(s).

(2) When the UE is re-configured (ie there is a change in UE device properties) UE performs tracking area update procedure. 

(3) Network does not update all the contexts that it maintains with UE’s new configuration of device properties. 

Pros: 
(1) From the network point of view, the solution will be future proof as no action is required in release 10 upon reconfiguration and a flexible solution can easily be specified in release 11.

Cons: 
(1) It will be a rel-10 solution only for the UE. 
(2) Can result in inconsistencies within the network context and it can impact mobility management procedures, Service Request procedure (as it may not have any low priority indicator included). Additionally, the old and new CDRs could have different indicators hence it could impact operator charging. 

Alternative 3 – Do not store the indicator in the network; Perform TAU upon UE reconfiguration; No action required by the network at indicator change:
(1) Use the low priority indicator only for accepting UE requests as stated in TS 23.401a21 Section 4.3.17.4:
“NOTE 2: The low access priority indicator in NAS signalling and the corresponding low access priority for the radio access are only used to decide whether to accept the NAS request or the setup of the RR connection respectively.”
(2) When the UE is re-configured (ie there is a change in UE device properties) UE performs tracking area update procedure. 

(3) Network uses the indicator for protection from overload as stated in step 1 but no context is stored in the UE hence no further action is required upon UE re-configuration.

Pros: 

(1) From the network point of view, the solution will be future proof as no action is required in release 10 upon reconfiguration and a flexible solution can easily be adopted in release 11.

(2) Since the indicator is not stored, there is no room for inconsistencies within the network  

Cons:
(1) It will be a rel-10 solution only for the UE. 

(2) Low Priority indicator will not be present in the CDR.
Alternative 4 – Store the indicator in the network per PDN connection; Perform Detach / Re-attach upon UE reconfiguration; Context within the network newly created upon UE re-configuration: 
(1) Store the low priority indicator in the network upon receiving the indicator in the NAS message(s).

(2) When the UE is re-configured (ie there is a change in UE device properties) UE performs detach / re-attach procedure; Re-establishes all the PDN connections.

(3) Context within the network newly created upon UE re-configuration.

Pros: 

(1) As stated in stage 2, contexts within the network and the CDR for the UE will always contain the latest indicator ie.device properties information. 

(2) Network can use the latest stored indicator information for the upcoming Service Request for protection due to overload / congestion since the Service Request may not contain the low priority indicator due to performance requirements for SAE/LTE.

Cons: 

(1) It will be a rel-10 solution only for the UE. 

 (2) If hundreds of devices are reconfigured at the same time and the configuration change causes it to detach and perform attach again, establish PDN connections etc, that will eventually result in additional signaling to the network and this could result in overload / congestion in the network unless the operator schedules the re-configuration in such a way that only manageable number of devices are re-configured at any point of time.
Alternative 5:
(1) Use the low priority indicator only for accepting UE requests as stated in TS 23.401a21 Section 4.3.17.4:

“NOTE 2:   The low access priority indicator in NAS signalling and the corresponding low access priority for the radio access are only used to decide whether to accept the NAS request or the setup of the RR connection respectively.
(2) When the UE is re-configured (ie there is a change in UE device properties) UE performs detach / re-attach procedure and re-establishes all the PDN connections.

Pros: 

(1) From the network point of view, the solution is not specific for low priority UE(s) nor MTC feature.
Cons:

(1) It will be a rel-10 solution only for the UE. 

 (2) If hundreds of devices are reconfigured at the same time and the configuration change causes it to detach and perform attach again, establish PDN connections etc, that will eventually result in additional signaling to the network and this could result in overload / congestion in the network unless the operator schedules the re-configuration in such a way that only manageable number of devices are re-configured at any point of time.
(3) Low Priority indicator will not be present in the CDR.

Alternative 6 – Store the indicator in the network per MM context; Perform TAU upon UE reconfiguration; Context within the network updated upon UE re-configuration:

(1) Store the low priority indicator in the network within the MM context upon receiving the indicator in the NAS message(s).

(2) When the UE is re-configured (ie there is a change in UE device properties) UE performs tracking area update procedure. 

(3) Networks update the MM contexts that it maintains with UE’s new configuration of device properties. 

Pros:

(1) As required by stage 2, contexts within the network and the CDR for the UE could always contain the latest indicator. 

(2) Network can use the latest stored indicator information for the upcoming Service Request for protection due to overload / congestion since the Service Request may not contain the low priority indicator due to performance requirements for SAE/LTE.

Cons:

(1) In the future, this needs to be modified to per application indicator ie per PDN connection indicator in the UE and the network. 
(This alternative was already proposed in C1-104567 to CT1 #68 but there was no agreement)
Alternative 7 – Store the indicator in the network per PDN connection; Do nothing at indicator change in the UE and in the network:

(1) Store the low priority indicator in the network upon receiving the indicator in the NAS message(s).

(2) When the UE is re-configured (ie there is a change in UE device properties) UE does not take any immediate action. 

(3) One option is for the UE to update the network in the upcoming EMM / ESM signaling. Another option is for the UE to update the network when the UE naturally performs detach / re-attach (ie. re-configuration upon change in the indicator does not cause immediate TAU or detach / re-attach). 
Pros: 

(1) Both from the UE and the network point of view, the solution will be future proof as no immediate action is required in release 10 upon reconfiguration.

Cons: 

(1) Can result in delay in updating the network context; indicator change in CDRs can be delayed. 

3. Conclusion

Upon analyzing the different alternatives, we can come to the following conclusions:

(1) From UE and network point of view, it will be beneficial to specify a future proof solution. 
(3) It is also important to ensure the re-configuration of low priority indicator in the UE does not result in additional signaling thereby resulting in overload and congestion in the network. 
(4) Low priority indicator should be included in the CDR.

4. Proposed Way forward
Authors would like CT1 to consider the different approaches along with the pros and cons. Considering, the above mentioned criteria along with the alternatives, authors would like to propose alternative 7 as the chosen approach. However, Alternative 7 has a drawback in that it could cause a delay in updating the low priority indicator in the CDRs. Hence, if Alternative 7 is agreed by CT1, the proposed way forward will be to send an LS to SA2(, copy CT4) reporting the potential inconsistencies and the forward incompatibility that can be caused by reconfiguring the low priority indicator (Device properties). Also request SA2 to analyze the cost incurred due to additional complexity introduced versus the benefit in updating the CDR immediately upon re-configuration (ie. including the latest information in the CDR).
