3GPP TSG CT4 Meeting #50
C4-102042
Xi’an, P.R. China
23rd  – 27th August 2010
Source:
Alcatel-Lucent
Title:
MTU in 3GPP system 

Agenda item:
7.13
Document for:
Discussion
Introduction
Contributions C4-101783 (CR Rel-8 29.281 0029 MTU Size) and C4-101784 (CR Rel-9 29.281 0030 MTU Size), recommending to set the default inner MTU size at the GGSN and PGW to 1280 octets, were postponed at the CT4#49bis meeting to let further time to companies to carefully assess the default inner MTU size to be recommended in 3GPP system. 
Discussion

1/ MTU in 3GPP systems is assumed to be 1500 octets in 3GPP TS 23.060, that is the UE sends packets that are at most 1500 octets, and PGW's should fragment packets that are bigger than 1500 octets in the downlink before sending on the 3GPP link (i.e. Gn and S5/S8 interfaces).
There is an issue though. Fragmentation of packets smaller than the MTU can still happen If the packets are sent e.g. to a eNB or a femto that is linked to the backhaul via Ethernet modules that do not support jumbo frames, and they are optionally connected to a Security GW (so they tunnel GTP into a ESP tunnel) the real payload available for user packets sent over GTP is lower than the MTU of the Ethernet links due the overhead of IP, GTP, UDP, ESP(optionally - and, in case of V4 used in private networks, UDP encapsulation) - see the Annex
Even if the PGW/SGW has jumbo frames so it should not be a problem for it in the downlink, the access nodes are all affected if they have Ethernet links not supporting Jumbo frames. Also once a node in the access fragments a GTP packet after the system MTU makes the access links MTU being exceeded, the SGW will have to reassemble it in the Uplink so even the SGW is not immune from issues even in the case it supported jumbo frames.
3GPP already recommended to avoid unnecessary fragmentations (e.g. TS 29.281 subclause 4.2.2, TS 29.275 subclause 6.1, TS 29.261 subclause 11.2.1.5, TS 29.274 subclause 4.2.2) since fragmentation is CPU intensive, bandwidth inefficient and less resilient to packet losses. 
A numerical recommendation for the default MTU size for inner IP packets is therefore necessary to avoid unnecessary IP fragmentation of outer IP packets in the backbone. 
It is understood that reducing the system MTU to avoid fragmentation is not going to be a major impact over the air overhead as the IP header compression will hide most of the headers overhead. So we have not to balance the benefit of reduced MTU with Over the air efficiency. 
CT4 actually agreed in 2009 some GTP-U and PMIP CRs recommending to set the default inner MTU size at the PDN GW to 1280 octets in order to avoid IP fragmentation of both inner IP packets (in the PDN GW or UE/MS) and outer IP packets in the backbone, but the GTP-U CR (3GPP TS 29.281, CR 0014r1, C4-092110 that was agreed at CT4#44 in Los Angeles ) missed to be implemented. The choice of 1280 octets was based on a suggestion done by SA2 itself in an SA2 LS to CT4 (S2-075831):

A4: It is proposed to have a common default MTU size that applies for all the networks. A value (e. g. 1280 octets) can be selected as the common default MTU size which can be decided in the CT group. SA2 would like to clarify that SA2 is still in discussion on whether a non-default MTU size needs to be conveyed to the UE via some mechanisms (e.g. signalling to the UE, OTA, etc.) when the common default MTU size is not suitable in an operator’s network. 
In view of the analysis and past decisions, it is proposed to recommend to set the default inner MTU size in 3GPP system to a value between 1280 octets and 1394 or so octets as discussed in the Annex (or a round figure close to this) in order to minimize potential of fragmentation.
Note that: 
· 1280 octets is the minimum MTU value for IPv6 and that path MTU discover for IPv6 is mandatory for network nodes and must always be used if the UE wants to send a packet larger than 1280 bytes.
· recommending a default inner MTU size in 3GPP system does not preclude using bigger MTU value when path MTU discovery is supported and successful.

2/ The default inner MTU size recommended for 3GPP system should apply to UE as well, i.e. not limited to PGW/GGSN. S2-075831 stated:

Path MTU for IPv4 is not always supported by UEs and its operation may some times be blocked by operator policy (e.g., dropping of ICMP messages) or by “black-holing” of ICMP in Internet nodes such as firewalls

"The UE will use a specified value as default MTU size.
However it seems that this value was nowhere specified for UEs. TS 29.281 and TS 29.275 are not the right specifications to specify this system-wide recommendation. The recommendation could potentially be specified in TS 29.061 subclause 11.2.1.5 which also addresses the issue of IP fragmentation and already contains some UE related statements, but it may also be questioned whether this is really the right spec to specify a  recommendation also applicable to UEs. CT1 and SA2 should be consulted (e.g. this could be specified in TS 23.060 with other specs referring to it e.g. 23.401, 23.402, 29.281, 29.275, 29.061).
3/ It could be questioned whether there is a benefit to have MTU the same for IPv4 and IPv6. If we assume there is potentially a NAT between IPv4 and IPv6 nets, then having the same MTU could be a simpler option. This is also in line with the earlier SA2 statement that the same value should be used for all networks.
Conclusion
It is proposed to recommend to set the default inner MTU size in 3GPP system to a value between 1280 octets and 1394 octets for both IPv4 and IPv6 in order to minimize potential of fragmentation.
The default inner MTU size in 3GPP system equally applies to PGW/GGSNs and UEs. It should be specified ideally within a single specification (with others referring to it). This could be in TS 29.061 or TS 23.060. CT1 and SA2 should be consulted.

Annex – MTU worst case computation
IP headers:





IPv6 =  40 octets

IPv4 = 20 octets
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UDP header = 8 octets
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ESP header : minimum 10 octets (SPI, sequence, +pad length and next header), maximum 10 + 255 padding+auth algorithm dependent 

	
	
	Bits

	Octets
	
	8
	7
	6
	5
	4
	3
	2
	1

	1
	
	Version
	PT
	(*)
	E
	S
	PN

	2
	
	Message Type

	3
	
	Length (1st Octet)

	4
	
	Length (2nd Octet)

	5
	
	Tunnel Endpoint Identifier (1st Octet)

	6
	
	Tunnel Endpoint Identifier (2nd Octet)

	7
	
	Tunnel Endpoint Identifier (3rd Octet)

	8
	
	Tunnel Endpoint Identifier (4th Octet)

	9
	
	Sequence Number (1st Octet)1) 4) 

	10
	
	Sequence Number (2nd Octet)1) 4)

	11
	
	N-PDU Number2) 4)

	12
	
	Next Extension Header Type3) 4)


GTP-U header minimum 8, maximum 12

Worst case of IPSec tunnel mode with no UDP encaps, 

IPV6 is providing the worst case:

1) IPv6/ESPheader/IPv6/UDP/GTP/GTP payload/ESP trailer/ESP AUTH

So this means in worst case:

40/ 265/40/8/12/payload/ESP auth = 365 + ESP auth

In the best case (collapsing ESP header and trailer in one figure)

40/10/40/8/8/payload/ESP auth =  106+ ESP auth

With UDP encaps (applicable only to V4 as there is no NAT in V6):

2) IPv4/UDP/ ESPheader/IPv4/UDP/GTP/GTP payload/ESP trailer/ESP AUTH

That is, (collapsing ESP header and trailer in one figure)

 Worst case 20/8/265/20/8/12/Payload/ESP auth = 333+ ESP auth

Best case 20/8/10 /20/8/12/Payload/ESP auth = 68+ESP auth

It seems that the worst case is still based on using V6. 

Considering the minimum link MTU for a femto, or a pico connected to Ethernet links, that have a link back to the core based on GTP secured by a security GW somewhere, to be 1500 octets (Ethernet v2), then the MTU for the system should be chosen to be 1500 – 68= 1432 (v4) or 1500 – 106 =  1394 (v6).
So maybe a MTU of 1394 should be the one to pick.

