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Decision/action requested:
To 3GPP SA2: WG5 would like to ask 3GPP SA2 for guidance regarding question 3 and any additional information SA2 could provide. 

To 3GPP SA3: WG5 would like to ask 3GPP SA3 for guidance regarding question 1 and any additional information SA3 could provide.
To 3GPP CT1: WG5 would like to ask 3GPP CT1 for guidance regarding question 3.
To 3GPP CT3: WG5 would like to ask 3GPP CT3 for guidance regarding question 2.

ETSI TISPAN NGN R2 has defined an IMS based Remote Access solution that provides access to devices and services in the home network. Examples of use cases include uploading vacation pictures from a mobile device to a storage server in the home network, or accessing a surveillance camera service in the home network through a mobile device.

This Remote Access solution depends on utilizing IMS to set up an end-to-end VPN tunnel from the mobile device (e.g. mobile phone) to the home gateway. The end-to-end Quality of Service of the VPN tunnel is controlled by IMS.
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The solution is described in TISPAN NGN R2 documents TS 185 005 (section 4.1.7), TS 185 003 (section 7.4) and TS 185 010 (section 6.1.1 and Annex A).
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ETSI TISPAN WG5 would like to raise a number of concerns with Remote Access, and ask if 3GPP could comment and/or suggest solutions.

1. Remote Access, as defined in the Protocol Specification TS 185 010, relies on end-to-end IPSec/IKE authentication and protection of the media plane. Additionally, using an IPSec tunnel in the IMS media plane introduces an implicit requirement that the UE is capable of handling multiple simultaneous IP interfaces (one for the IMS control plane and one for the IMS media plane, the IPsec tunnel). The usage of IPSec has been motivated by the fact that there is a need to ensure confidentiality and integrity of the transferred data, and IPSec is today the most commonly used protocol for that. IKE was chosen for similar reasons. 

WG5 is aware of the IMS media security work being done in SA3. (IP Multimedia Subsystem (IMS) media plane security, TS 33.328, TR 33.828.) While the work in SA3 has so far been focused on RTP based media, WG5 would like to get feedback from SA3 on the IPSec/IKE solution selected by WG5, and its applicability for mobile devices. WG5 is also open for comments if SA3 finds any potential alignment of the Remote Access solution with the IMS media security solution that could reduce the overall terminal complexity. 


2. The border gateway function typically analyzes the received SDP answer/offer and rewrites port numbers in the outgoing SDP answer/offer. Typically, the border gateway selects random ports. In the case of Remote Access, with end-to-end VPN tunnels, the ports 500/4500 are used as standard ports for IPSec/IKE. The potential rewriting of ports 500/4500 to other ports than 500/4500 in the outgoing SDP answer/offer by a border gateway makes IPSec/IKE authentication impossible.
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In the typical case where a VPN tunnel is terminated inside the IMS network, the port rewriting is not a concern since IPSec/IKE is capable of one-directional NAT traversal. However, Remote Access introduces end-to-end VPN tunnels between a mobile device and a home gateway. The border gateway function’s port rewriting acts on both directions, essentially creating a double-NAT which IPSec/IKE is not capable of traversing.

A way to avoid that this problem occurs would be to ensure that when the Remote Access session is set up, the border gateway is not allocating ports at random, but allocates the ports 500/4500 for the session in its media gateway. It can be noted that a Remote Access SDP can be identified by the RA indication in its m-line (vnd.etsi.ims.ra), as specified in TS 185 010. WG5 would like to ask 3GPP CT3 if this is a feasible way forward, or if other solutions have been discussed.


3. IMS can provide efficient media transport by identifying the type of media sent inside an IMS session and applying appropriate QoS profiles based on e.g. detected codecs. In an end-to-end VPN tunnel it becomes impossible to detect what type of media and what codecs are used, so IMS is unable to dynamically determine the QoS parameters from the available SDP parameters in the Remote Access session. Only parameters such as the desired traffic class and bandwidth are possible to specify in the SDP body. The result is that an over-provisioned maximum bandwidth has to be reserved in order to prevent a bad user experience.
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Above is a conceptual view of the Remote Access scenario, with an IPSec tunnel from the CNG (the home gateway) to the 3GPP User Equipment, e.g. a mobile phone. Inside the IPSec tunnel there is media being transferred between one or more devices in the CPN (the home network) to or from the 3GPP UE. In the figure above, the thick red dotted line is the IPSec tunnel, and the thin green dotted line is the media being transferred.

WG5 suggests that a way to apply dynamic QoS is to allow the Remote Access end points to indicate, with SDP parameters, additional QoS parameters such as:

· Maximum/guaranteed bitrate

· Residual bit error ratio

· Transfer delay


The parameters above are examples of QoS parameters as specified in 3GPP TS 23.107. The intent is to use IMS re-INVITE to re-request different QoS parameters for the VPN tunnel depending on download and upload requests.

The content sent within a Remote Access VPN tunnel can vary greatly during the lifetime of the VPN tunnel, from images to music to high-definition video, so variable QoS would be highly useful.

WG5’s view is that current ongoing discussions regarding the RACS solution (TISPAN Work Item WI02078), could be applied to the Remote Access use case, but 3GPP’s view on the matter, as well as comments on the Remote Access scenario itself, would be highly appreciated.
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