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1. Introduction
The purpose of this paper is to visualize the MMTEL functionality throughout all layers and also show how SSAC can be implemented and what the restrictions are.
1. A voice call is requested by the application.

2. The MMTEL application requests current conditions of  SSAC from AS/NAS via unspecified API, possibly AT command. Whether this ends up in AS or NAS is an implementation decision, it is shown as AS here simply due to having to choosing one.

3. The MMTEL application evaluates the SSAC conditions. If SSAC is enabled, a reject is sent back to the user as in 3a. Otherwise, an MMTEL session is requested to be setup by IMS as in 3b.

4. IMS creates a SIP transaction.

5. The SIP stack sends text of the SIP INVITE request over TCP or UDP.

6. One or more data fragments are sent to the IP stack.

7. One or more IP packet is sent to layer 2, in case of eUTRAN this will be PDCP.

8. In this case the scenario started when the UE is in idle mode, which means that PDCP will detect that there is no radio bearer available, and will request the NAS layer to establish one.

9. EMM initiates the bearer establishment by sending a SERVICE REQUEST. Check for common access class barring is done as usual. The rest of this procedure is truncated for a more pleasing visual experience.

10. Once the radio bearers become available, PDCP will transmit the queued packets to the network.

11-13. If there is no response (in case of UDP and lack of downlink message), SIP will eventually make a retransmission. Note that in this case there is only one IP packet in step 7. In case of TCP, retransmissions are done in the TCP layer.
14. Assuming that the radio bearer is still available, PDCP will transmit the packets immediately.

15-17 Once again if there has been no response, there will be a further retransmission by SIP.
18. Now assuming that the RRC connection has been released for any reason, PDCP will once again ask NAS to initiate a radio bearer establishment.

19. EMM initiates service request procedure. Check for common access class barring is done as usual.
20. Radio bearer is established and PDCP transmits the queued packets.

Some notes:

-
There is no ack or nack from L2 to IP. Loss of data on any part of the signal path including this will be treated as packet loss and recognized by lack of TCP ack or downlink UDP response.
-
The IP packets sent from IP to L2 or vice versa are sent on a generic IP API, i.e. specific content cannot be recognized and there is no method to propagate further information. Similar applies to other stacks – e.g. TCP/UDP stack or SIP stack. Furthermore IP packets can be encrypted by using for example IPsec, i.e. it’s impossible for L2 to know what a packet contains even if it would try. Specifically this means that L2 has no way of knowing whether an IP packet was originated by MMTEL or not. 

-
NAS or RRC belong to the control plane and does not ever see the actual IP packet. Please, note that the maximum duration of the MMTEL INVITE transaction is Timer B (i.e., 128 seconds). Therefore, during this time the MMTEL INVITE transaction related IP data may be sent towards the network. The AS/NAS layer will not be able to distinguish between the IP data belonging to the MMTEL INVITE transaction and other IP data. If the AS/NAS layer would have to make any decision on the common access control based on the indication received from MMTEL, IP packets unrelated to the MMTEL INVITE transaction will also skip the common access control.
-
Since EMM/RRC has no way of knowing that the IP packets (or at least part of them) belongs to MMTEL, common access class checks will be done as usual. Moreover, according to the 22.011 there is no requirement to skip the common access class checking, if the SSAC was granted since the SSAC is ”independent access control”.
-
Finally, it is important to note that terminal implementations can provide support for open OS architectures. Most of the architectures includes own full TCP/IP stacks which therefore cannot be modified. Then for the case of recognizing the SIP INVITE for MMTEL sent, this becomes not possible.
2. Conclusion
Once this chain is started with signal 3, there is no going back. The generated IP packets cannot be recognized or recalled.
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