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1. Introduction
MCData IP connectivity as currently defined in CT1 has focussed on a single communication session. Details of handling multiple concurrent sessions have not been included in detail. The paper illustrates the gaps and explains the concept of the proposed solution.

2. Discussion
[bookmark: _Hlk95205436]2.1	Current specification
The current specification covers in 3GPP TS 24.582 the procedures to establish a media plane between two MCData IP connectivity clients. The principle of handling multiple IP connectivity sessions based on the key field of the GRE tunnel is described, but necessary details are missing.
From 3GPP TS 24.582 clause 10.1.
The Key field value of each GRE packet header uniquely identifies the IP connectivity session that the GRE packet payload is associated with.
NOTE:	How the client sets the session identifier is implementation specific.

2.2	Identified gaps illustrated in an example
The following example shows multiple clients communicating with each other via multiple IP connectivity sessions.

Pre-conditions:
1. Each UE (originating and terminating) can host multiple MCData clients that share the same IP address for the different GRE tunnel endpoints.
2. All tunnel endpoints on one participating function have the same IP address
3. All tunnel endpoints on one controlling function have the same IP address
The following rule exists for creation of GRE tunnels.
1. If multiple tunnels are created between the same pair of source and destination IP addresses, a unique key must be used to differentiate between the different GRE tunnels carrying the different IP connectivity sessions.
2. For the establishment of a GRE tunnel both endpoints must know the remote IP address of the tunnel and the key to be used for the tunnel.

Because it is not known by the clients how an IP connectivity session traverses through the server functions, and what other IP connectivity sessions are in place along the path of traversal, simply assigning a key by a client is not sufficient. Also, the statement in the note is not very firm, and in this paper and in the corresponding CRs it is proposed to state more explicitly how the client determines the value of the key.
Additionally, some functionality must be added to the server functions to determine a suitable key to be used for the next leg of the GRE tunnel that is being established.
Finally, to meet rule 2 above, a mechanism must be defined to share the remote IP address and keys to be used for each leg.

The figure below illustrates an example with multiple tunnels representing multiple IP flows (shown in different colours) between multiple clients traversing through the MCData functions showing the necessary number of GRE keys required between each function.


2.2	Proposed solution illustrated in an example

The proposed solution consists of the following changes:
1. Define clearly which function starts to determine the first key to be used for the first leg and based on what rule.
2. Define a way how to exchange keys between adjacent functions to allow tunnel establishment procedure from both endpoints (the exchange of the IP addressed utilizes existing mechanism in SDP exchange).
3. Define clearly how the intermediate functions determine the key to be used for the next leg.
4. Define what keys are used for the different legs of the GRE tunnel.

Figure below shows the establishment of a new GRE tunnel utilizing the 4 above changes also considering potential existing other GRE tunnels in place.
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