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1.
Background

CT1 has sent an LS to RAN2 in C1-215074 asking for the lower layer delays prior to UL transmission due to GNSS acquisition. RAN2 discussed the LS from CT1 in a dedicated discussion and the summary of this discussion was documented in R2-2110388. In this document, RAN2 explains the impact of the GNSS location availability on the lower-layer readiness for UL transmission over NTN access (this explanation is based on the RAN NR NTN WID in RP-210908):

the UEs with GNSS capability is assumed and the assumption has been that the UE pre-compensate the transmission timing using GNSS position and the position of the satellites
RAN2 also refers to the following RAN1 agreement:

An NTN UE in RRC_IDLE and RRC_INACTIVE states is required to at least support UE specific TA calculation based at least on its GNSS-acquired position and the serving satellite ephemeris.
Based on the above, we can formulate the following observation: 

Observation 1: The UE must have a valid GNSS position before initiating UL transmission. 
Based on Observation 1, if the UE does not have a valid GNSS position, the UE must first acquire the GNSS position before initiating UL transmission. This affects the NAS layer, which can initiate an UL transmission and typically starts a timer when the NAS message is handed down to the lower layers. Furthermore, the long LL delay will have an impact on the paging (i.e. on the UE ability to respond to a page in a timely manner) and the NW-side handling of it. This leads to the following observation: 

Observation 2: GNSS position acquisition delay in the lower layer would have impact on the NAS layer handling of UL transmission, including response to paging.
Although the RAN2 discussion was held under the NR_NTN_solutions work item, and the reply LS from RAN2 in R2-2111612 was under the same WI, the discussion and the conclusions seem to apply to IoT NTN as well, since the above RAN1/RAN2 requirements also apply to IoT NTN, as per IoT NTN WID in RAN in RP-211601.

2.
Discussion

2.1
Lower layer delay values
Based on the RAN2 reply LS in R2-2111612, the lower layer delays prior to UL transmission include two main components, which need to be summed to get the aggregate lower layer delay:

a) GNSS fix acquisition delay

· There are three possible states the lower layers can be in: cold/warm/hot, which correspond to three delay values, respectively: 100s/50s/2s.

b) Initial access exchange delay

· Initial message: LEO: up to 0.5s, GEO: up to 10s

· Non-initial message: LEO: 0.2s, GEO: 3.5s
We observe that the lower layer delay values are substantially larger than what has been seen in the legacy RATs. For example, in the case of an initial message via GEO in cold state, the LL delay reaches up to 110s. We further observe a large variation in the LL delay values, which is mostly due to the different GNSS acquisition states. The variation range is almost 100s. 
 Observation 3: The lower layer delay values can exceed 100s with the variation of ~ 100s. 
2.2
NAS impacts
According to Observation 2, there are the two main areas of impact: NAS-initiated UL transmission and paging response.

2.2.1 NAS-initiated UL transmission

There are three ways to deal with large LL delays during NAS-initiated UL transmission:

Option 1: Leave the handling of the LL delay to UE implementation. 
This is a valid option because there aren’t any interoperability issues.

Option 2: Increase the values of the NAS supervision timers to account for the large LL delay. 
According to this option, once the NAS timers are adjusted, the remaining NAS behaviour follows the legacy behaviour. 

Option 3: Define a new 5GMM substate that would correspond to the state in the lower layers when the UL transmission is not possible (e.g. due to lack of GNSS fix and the necessary UL time/frequency pre-compensation).  

According to this option, the UE would transition in/out of the new “NO-GNSS” substate based on the indications from the LL that the GNSS fix has been lost/acquired. In the “NO-GNSS” substate, no NAS message would be handed down to the LL for transmission (the requesting application, if any, could be made aware of the UE being in this substate). If a NAS message needs to be sent in the “NO-GNSS” substate, the NAS layer could initiate a GNSS fix acquisition by sending an indication/request to the LL. NAS timers would not need to be changed. Figure 1 below illustrates the new substate.
NOTE: The downlink functions normally in the new substate (albeit with potential delay due to UL delay in the AS).


Figure 1 - 5GMM “NO-GNSS” state
Table 1 summarizes pros and cons of each option. 
	
	Pros
	Cons

	Option 1
	- No spec impact
	- Potentially unpredictable UE behaviour

	Option 2
	- No impact on the NAS behaviour (only the NAS timer values need to be changed). 
	- Large variations of the LL delay make the NAS timer values difficult to determine. There would probably still need to be interaction with the AS to determine the appropriate timer values based on the GNSS state (cold/warm/hot).
- Applications would not be aware of whether it is possible to perform an UL transmission in a timely manner or not.  

- NAS timer values set incorrectly could degrade performance

	Option 3
	- No impact on the NAS timers

- Application-level awareness of the NAS (in)ability to transmit in the UL

- Clean solution
	- 5GMM state machine impact
- New indications needed from/to the AS.


Table 1 – Pros and cons of each option
2.2.2 Response to paging

Due to the large variation in the LL delay prior to UL transmission in the UE, the network will not be able to accurately determine the paging repetition timer. This issue seems challenging to solve. One potential option is to define a UE mode of operation in which the hot state for GNSS fix acquisition is always maintained (e.g. “GNSS hot mode”). The UE could signal to the NW that it is in the “GNSS hot mode” and the NW could adjust the paging repetition timers accordingly. If “GNSS hot mode” is a changeable mode, then this solution seems to be in the RAN remit. If the “GNSS hot mode” is a permanent mode of operation, then it would better be signalled via NAS. Another option is to leave this for AMF implementation to solve.
3.
Conclusion
Proposal 1: CT1 needs to decide between Option 1, Option 2, and Option 3 in section 2.2.1. 

If Option 2 is selected, the appropriate timer values would need to be determined. The spec implementation would be straightforward after that, according to the NAS timer extension that CT1 has agreed on in the past.

Option 3 is implemented in the CR in C1-220010 (and in C1-220014 for IoT-NTN/EPS). 

Proposal 2: For the response to paging, the solution either needs to be developed by RAN (temporary “GNSS hot mode”), or by SA2/CT1 (permanent “GNSS hot mode”) or left for AMF implementation. 
Proposal 3: Send LS to RAN2 (see draft in C1-220018).
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