
3GPP TSG-CT WG1 Meeting #128-e
C1-210730
Electronic meeting; 25 February – 5 March 2021
Source:
Qualcomm Incorporated
Title:
Evaluation of solutions for Key Issue #8
Spec:
3GPP TR 24.811 v0.2.0
Agenda item:
17.2.9
Document for:
Agreement
1. Reason for Change
This document proposes an evaluation of solutions for FS_MINT Key Issue # 8 (Prevention of signalling overload by returning UEs in PLMN previously with Disaster Condition).
2. Proposal

It is proposed to agree the following changes to 3GPP TR 24.811 v0.2.0.
* * * First Change * * * *

 7
Evaluations
Editor's note:
This clause will describe the evaluations on the solutions proposed in clause 6.
7.8
Key Issue #8: Prevention of signalling overload by returning UEs in PLMN previously with Disaster Condition
Solution #27:

a)
does not provide a solution for Key Issue#8 if any of the following conditions is met:

1)
the UE does not support the non-3GPP access;

2)
the UE is not in coverage of a non-3GPP access;
3)
the UE does not support connecting to 5GCN over non-3GPP access;
4)
the UE is not registered to the same PLMN over 3GPP and non-3GPP access when the disaster condition occurs;
5)
the UE is not in 5GMM-CONNECTED mode over the non-3GPP access;
6)
the PLMN with a Disaster Condition does not deploy entities for connecting to 5GCN over non-3GPP access; or
7)
the UE registers to another PLMN over 3GPP access while the disaster condition is ongoing.

As such, Solution #27 cannot be the only solution to progress to normative phase and other solutions also need to be specified for fully address Key Issue #7; and
b)
relies on providing a "wait timer" to the UE to stagger the return of UEs to the PLMN previously with Disaster Condition, which is similar to what is proposed in Solutions #44, #46, #47 and #49.
Solution #31:

a)
relies on the AMF’s notifying only part of the Disaster Inbound Roamers at a time that the Disaster Condition is no longer applicable, e.g. based on the mod value of SUPI, to stagger the return of UEs to the PLMN previously with Disaster Condition;
a)
requires paging the UEs that are in 5GMM-IDLE mode to bring them to 5GMM-CONNECTED mode and notify them that the Disaster Conditino has ended over NAS signalling, which is costly in terms of dedicated signalling;
c)
for the UEs in 5GMM-CONNECTED mode, the AMF either sends a CONFIGURATION UPDATE COMMAND message including the information that the Disaster Condition is no longer applicable or sends a DEREGISTRATION REQUEST message with a new 5GMM cause value; and
d)
requires the UE to de-register from the PLMN without Disaster Condition before returning to the PLMN previously with Disaster Condition, which prevents the UE from attempting to transfer ongoing PDU sessions.
Solution #44:
a)
relies on configuring the UE (before the Disaster Condition occurs) with a timer, which the UE will use to compute a series of windows of time during which the UE is allowed to attempt registration upon returning to the PLMN previously with Disaster Condition. This is similar to what is proposed in Solutions #27, #46, #47 and #49.
Solution #45:

a)
does not specify any new mechanism and instead proposes that existing mechanism (e.g. UAC, NAS-level congestion control) are sufficient. However these mechanims were designed to deal with transient congestion (e.g rush hour), not the return of thousands of UEs to the same PLMN in the same area.
Solution #46:

a)
enables the network to optionally wait for an implementation specific amount of time before turning off a broadcast indication that the Disaster Condition applies. This requires RAN2 and SA3’s feedback;
b)
enables the network to randomize the times when the UEs in 5GMM-CONNECTED are notified that the Disaster Condition no longer applies (via a generic UE configuration update procedure with an indication that the Disaster Condition in another PLMN no longer applies, or via a generic UE configuration update procedure with "re-registration requested" followed by a reject of the UE’s registration request with 5GMM cause #ZZZ "disaster condition in other PLMN no longer applies"); and
c)
enables the network to configure the UE with a "disaster return wait range" from which the UE draws a random wait time which determines how long the UE has to wait before registering upon returning to the PLMN previously with Disaster Condition. This is similar to what is proposed in Solutions #27, #44, #47 and #49.
Solution #47:

a)
relies on having the AMF start rejecting the registration requests from Disaster Inbound Roamers when the Disaster Condition no longer applies, while continuing to broadcast the indication that a Disaster Condition applies for a time T after that point;
b)
for the UEs in 5GMM-CONNECTED mode:

1)
if the UE has ongoing PDU sessions which can be transferred to the PLMN previously with Disaster Condition, the AMF initiates a generic UE configuration update procedure with "re-registration requested" followed by a reject of the UE’s registration request with with 5GMM cause #13 to trigger the UE to perform PLMN selection; and
2)
if the UE does not have any ongoing PDU session or the UE has ongoing PDU sessions which cannot be transferred to the PLMN previously with Disaster Condition, the AMF performs a network-initiated de-registration procedure with 5GMM cause #11 or #13 to trigger the UE to de-register and then perform PLMN selection; and
c)
enables the PLMN without Disaster Condition to configure the Disaster Inbound Roamers with a timer T1 and a factor n which the UE will use to determine how long the UE has to wait before registering upon returning to the PLMN previously with Disaster Condition, with the maximum wait time being 2 * T1. This is similar to what is proposed in Solutions #27, 44, 46 and 49.
Solution #48:

a)
does not specify any new mechanism and instead proposes that RAN cells of the PLMN previously with Disaster Condition can control access of returning UEs using the existing unified access control, by setting up UAC parameters for access category 3 (= MO_sig). However these mechanims were designed to deal with transient congestion (e.g rush hour), not the return of thousands of UEs to the same PLMN in the same area.
Solution #49:

a)
enables the network to provision the UE with a minimum wait time per PLMN offering Disaster Roaming. This is similar to what is proposed in Solutions #27, #44, #46 and #47.
Summary:

The following key points can be observed from the evaluation above:
Observation 1: One solution (Solution #27) relies on the use of non-3GPP access in specific conditions. It is not sufficient to address Key Issue #7 in all cases, but it could co-exist with solutions based on the use of 3GPP access.
Observation 2: Five solutions (Solutions #27, #44, #46, #47 and #49) rely on the use of a wait time of some kind at the UE to stagger the return of UEs in the PLMNs previously with Disaster Condition. The specific method proposed in each of these solutions can be compared as follows:
a)
As compared to only providing a "wait timer" (as in Solution #27), a timer used to compute a series of windows of time (as in Solution #44) or a "minimum wait time" (as in Solution #49), providing a range and having the UE draw a random value within that range (as in Solution #46), or providing a timer T1 and a factor n (as in Solution #47) has the advantage of providing an upper bound for the wait time, thereby limiting the service interruption; and

b)
As compared to only providing a "wait timer" (as in Solution #27) or a "minimum wait time" (as in Solution #49), providing a timer which the UE uses to compute a randomized series of windows (as in Solution #44) , providing a range and having the UE draw a random value within that range (as in Solution #46) or providing a timer T1 and a factor n (as in Solution #47) has the advantage of removing the need for the network to allocate different "wait timer" or "minimum wait time" values to different UEs to achieve spreading out the registration attempts over time, since the randomization of the registration time is done at the UE.

Observation 3: Two solutions (Solutions #45 and #48) propose that existing mechanisms are sufficient to address Key Issue #7.

Observation 4: Two solutions (Solutions #31 and #46) propose to use a new 5GMM cause value to notify the Disaster Inbound Roamers that the Disaster Condition no longer applies.
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