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1. Introduction
This pCR attempts to provide evaluation & conclusion for KI#6: Notification that Disaster Condition is no longer applicable to the UEs.
2. Reason for Change
Currently, there are nine solutions for KI#6 documented in TR 24.811. They can be distributed into four types:

· Non-3GPP access based solution (Solution #27)

· (3GPP access)NAS based solution (Solution #28, #29, #31, #32 and #33)

· RAN based solution (Solution #28 and #35)
· UE based solution (Solution #30 and #34)
Solution #27 requires the UE has registered to the same PLMN over both 3GPP and non-3GPP access before (and when) the disaster condition applies and then the UE can still stay in the same PLMN (i.e. PLMN D) to obtain connectivity service via non-3GPP access after disaster condition applies. That is to say, there is no disaster roaming performed by the UE when the disaster condition applies to the current serving PLMN D. This does not satisfy the SA1 requirements on MINT in which the UE has to perform disaster roaming for MINT:
(1) As per documented in the objective of SA1 MINT WID SP-190938 as below, the yellow text clearly indicated that it is a different network to provide the disaster roaming services, not the same PLMN.

“In this work, it is assumed that neighbouring networks (i.e., networks providing services in the region where the disaster condition applies) may provide disaster-triggered roaming that is activated only during certain events (e.g. disasters, fire, etc) where one network cannot provide access service to its users within specific regions during the time that a disaster condition persists. Coordination between PLMN operators and government agencies might be required to support Minimization of Service Interruption (MINT), but this is out of scope of 3GPP. In this work, the scope is limited to the case of RAN failure.”
(2) As per specified in SA1 TS 22.261 as below, as a general requirements for MINT, the yellow text also clearly indicated that the services was provided by another PLMN which is different from the PLMN for which a disaster condition applies.

“6.31.2   Requirements

6.31.2.1        General

Subject to regulatory requirements or operator's policy, 3GPP system shall be able to enable a UE of a given PLMN to obtain connectivity service (e.g. voice call, mobile data service) from another PLMN for the area where a Disaster Condition applies.”
(3) As per specified in TR 24.811 as below, the yellow text also clearly indicated that it is a different network to provide the disaster roaming services, not the same PLMN.

“4.2
Architectural Requirements

The system shall satisfy the stage-1 requirements in TS 22.261 [3] subclause 6.31 and TS 22.011 [2] subclause 3.2.2.

The solution shall enable a UE of a selected PLMN (HPLMN or VPLMN) with Disaster Condition, to select and register on another PLMN without Disaster Condition in UE's forbidden PLMN list when no other PLMN is available except for PLMNs in UE's forbidden PLMN list and the PLMN without Disaster Condition is able to accept Disaster Inbound Roamers from the PLMN with Disaster Condition.”
Solution #27 further assumes that the non-3GPP access network is not affected by the Disaster Condition which somehow cannot be guaranteed. Also Solution #27 assumes that the UE will not perform PLMN search and selection over 3GPP access after Disaster Condition applies to PLMN D, e.g. by disabling the lower layers of the 3GPP access. However, this UE handling was not specified in any current 3GPP specifications.
Solution #28 provides two ways for disaster no longer applicable notification to the UEs: (1) RRC based notification and (2) NAS based notification. RRC based notification requires a new broadcast indication (e.g. in SIB) to indicate that a Disaster Condition in PLMN D applies or not. NAS based notification requires a new NAS indication (e.g. a new 5GMM cause value "disaster condition in other PLMN no longer applies") to the UE. There is no paging for NAS based notification for UEs in idle mode. Based on this new indication, the UE still stays in the registered state when performing PLMN selection for return back. RRC based notification only involves RAN2 while NAS based notification only involves CT1. Note that finally it is enough to only take one way forward.
Solution #29 proivdes one way for disaster no longer applicable notification to the UEs, i.e. NAS based notification. This solution reuses the existing handling for the case when the UE is accessing a forbidden PLMN, i.e. the network provides an existing 5GMM cause value #11 (PLMN not allowed) as an indication that a Disaster Condition in PLMN D is no longer applicable. There is no paging for UEs in idle mode. As per existing UE handling, the UE will enter the deregistered state when performing PLMN selection for return back. No new indication is required for Solution #29.
Solution #30 and Solution #34 relies on UE performing the periodic PLMN scan in VPLMN which is an existing mechanism for the roaming. There is no need for the network to provide an indication that a Disaster Condition in PLMN D is no longer applicable as the UE can detect this by performing PLMN scan. There is no impact on both NG-RAN and 5GCN of PLMN A.
Solution #31 and #32 provides one way for disaster no longer applicable notification to the UEs, i.e. NAS based notification. This solution requires a new NAS indication (e.g. a new 5GMM cause value "Disaster Condition no longer applicable") to the UE. For UEs in idle mode, the network needs to page the UE. Based on this new indication, the UE will enter the deregistered state when performing PLMN selection for return back.
Solution #33 provides one way for disaster no longer applicable notification to the UEs, i.e. NAS based notification, which is very similar as NAS based notification in Solution #28. This solution requires a new NAS indication (e.g. a new 5GMM cause value "Disaster Condition in other PLMN no longer applies") to the UE. There is no paging for NAS based notification for UEs in idle mode. Based on this new indication, the UE still stays in the registered state when performing PLMN selection for return back.
Solution #35 relies on the RAN sharing between PLMN D and PLMN A and the UE is still served by the same PLMN D via the shared RAN of PLMN A. That is to say, there is no disaster roaming performed by the UE when the disaster condition applies to the current serving PLMN D. Similar as Solution #27, this does not satisfy the SA1 requirements on MINT in which the UE has to perform disaster roaming for MINT. For disaster no longer applicable notification to the UEs, Solution #35 relies on the shared RAN to stop broadcast barring information related to Access Identity 3. This solution only involves RAN2 and no new work to be done in CT1.
With above analysis, the evaluaiton on solutions for KI#6 can be shown in below Table 1.
Table 1: Solution evaluation for KI#6
	Solutions
	UE impacts
	RAN impacts
	CN impacts
	SA1 requirements satisfaction
	3GPP WGs involvement

	Solution #27
	· Disaster no longer applicable notification handling over the non-3GPP access.

· UE shall not perform PLMN search and selection over 3GPP access after Disaster Condition applies to PLMN D.
	No
	· AMF of PLMN D: Sending disaster no longer applicable notification over the non-3GPP access to the UE.
	No, SA1 requirements are not satisfied as there is no disaster roaming performed.
	· CT1: To specify the AMF and UE handling for disaster no longer applicable notification over the non-3GPP access of PLMN D. To specify the UE shall not perform PLMN search and selection over 3GPP access after Disaster Condition applies to PLMN D.

	Solution #28
	· Support both RRC based notification and NAS based notification with a new indication for disaster no longer applicable.
	· NG-RAN of PLMN A: Support RRC based notification with a new indication for disaster no longer applicable.
	· AMF of PLMN A: Support NAS based notification with a new indication for disaster no longer applicable.
	Yes, SA1 requirements are satisfied.
	· CT1: To specify NAS based notification with a new indication for disaster no longer applicable.
· RAN2: To specify RRC based notification with a new indication for disaster no longer applicable.

	Solution #29
	· UE enters the deregistered state when performing PLMN selection for return back. All other UE handling are the same as legacy handling (except to remove the stored information on Disaster Condition which is common for all solutions (except Solution #35) for KI#6).
	No
	· AMF of PLMN A: Support NAS based notification using existing indication (5GMM cause#11) for disaster no longer applicable.
	Yes, SA1 requirements are satisfied.
	· CT1: To specify NAS based notification using existing indication (5GMM cause#11) for disaster no longer applicable.

	Solution #30, #34
	· The default value (i.e. 1 hour) is preferred to be used for T in Disaster Roaming. All other UE handling are the same as legacy handling (except to remove the stored information on Disaster Condition which is common for all solutions (except Solution #35) for KI#6).
	No
	No
	Yes, SA1 requirements are satisfied.
	· CT1: To modify the existing periodic PLMN scan in VPLMN for MINT.

	Solution #31, #32
	· Support NAS based notification with a new indication for disaster no longer applicable.

· UE enters the deregistered state when performing PLMN selection for return back.
	No
	· AMF of PLMN A: Support NAS based notification with a new indication for disaster no longer applicable.

· AMF of PLMN A: The network needs to page the UEs in idle mode.
	Yes, SA1 requirements are satisfied.
	· CT1: To specify NAS based notification with a new indication for disaster no longer applicable.

	Solution #33
	· Support NAS based notification with a new indication for disaster no longer applicable.
	· NG-RAN of PLMN A: Possible impact based on solution for KI#2.
	· AMF of PLMN A: Support NAS based notification with a new indication for disaster no longer applicable.
	Yes, SA1 requirements are satisfied.
	· CT1: To specify NAS based notification with a new indication for disaster no longer applicable.
· RAN3: Possible involved based on solution for KI#2.

	Solution #35
	· Support RRC based notification with a new indication for disaster no longer applicable.
	· NG-RAN of PLMN A (shared RAN): Support RRC based notification with a new indication for disaster no longer applicable.
	No
	No, SA1 requirements are not satisfied as there is no disaster roaming performed.
	· RAN2: To specify RRC based notification with a new indication for disaster no longer applicable..


Based on the above solution evaluation for KI#6, it proposes to take following criteria on solution determination for the normative work:
(1) The solutions which cannot satisfy SA1 requirements shall be out of the scope of the normative work;

(2) The solution with less UE impacts, less RAN impacts and less CN impacts is more preferable;

(3) The solution with less 3GPP WGs involvements is more preferable.

With above criteria, Solution #30 and #34 can satisfy SA1 requirements on MINT, has no RAN and no CN impact, and only involves CT1. Hence, it proposes to take Solution #30 and #34 as the baseline for KI#6 for the normative work.
3. Conclusions

With above criteria, Solution #30 and #34 can satisfy SA1 requirements on MINT, has no RAN and no CN impact, and only involves CT1. Hence, it proposes to take Solution #30 and #34 as the baseline for KI#6 for the normative work.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 24.811 v0.2.0.
* * * First Change * * * *

7
Evaluations
7.6
Evaluation on solutions of KI#6
All solutions for KI#6 have UE impact.
Except Solution #28, #33 and #35, all other solutions for KI#6 have no RAN impact, Solution #33 has possible RAN impact based on solution for KI#2.
Except Solution #30, #34 and #35, all other solutions for KI#6 have CN impact.
Solution #27 and #35 cannot satisfy an SA1 requirement on MINT, i.e. the disaster roaming has to be performed to obtain connectivity service from another PLMN without Disaster Condition (called PLMN A) which is different from the PLMN where a Disaster Condition applies (called PLMN D). All other solutions can satisfy this SA1 requirement on MINT.
Solution #27 requires the UE has registered to the same PLMN over both 3GPP and non-3GPP access before (and when) the disaster condition applies and then the UE can still stay in the same PLMN (i.e. PLMN D) to obtain connectivity service via non-3GPP access after disaster condition applies. Solution #27 further assumes that the non-3GPP access network is not affected by the Disaster Condition which somehow cannot be guaranteed. Also Solution #27 assumes that the UE will not perform PLMN search and selection over 3GPP access after Disaster Condition applies to PLMN D, e.g. by disabling the lower layers of the 3GPP access. However, this UE handling was not specified in any current 3GPP specifications.
Solution #28 provides two ways for disaster no longer applicable notification to the UEs: (1) RRC based notification and (2) NAS based notification. RRC based notification requires a new broadcast indication (e.g. in SIB) to indicate that a Disaster Condition in PLMN D applies or not. NAS based notification requires a new NAS indication (e.g. a new 5GMM cause value "disaster condition in other PLMN no longer applies") to the UE. There is no paging for NAS based notification for UEs in idle mode. Based on this new indication, the UE still stays in the registered state when performing PLMN selection for return back. RRC based notification only involves RAN2 while NAS based notification only involves CT1. Note that finally it is enough to only take one way forward.
Solution #29 proivdes one way for disaster no longer applicable notification to the UEs, i.e. NAS based notification. This solution reuses the existing handling for the case when the UE is accessing a forbidden PLMN, i.e. the network provides an existing 5GMM cause value #11 (PLMN not allowed) as an indication that a Disaster Condition in PLMN D is no longer applicable. There is no paging for UEs in idle mode. As per existing UE handling, the UE will enter the deregistered state when performing PLMN selection for return back. No new indication is required for Solution #29.
Solution #30 and Solution #34 relies on UE performing the periodic PLMN scan in VPLMN which is an existing mechanism for the roaming. There is no need for the network to provide an indication that a Disaster Condition in PLMN D is no longer applicable as the UE can detect this by performing PLMN scan. There is no impact on both NG-RAN and 5GCN of PLMN A.

Solution #31 and #32 provides one way for disaster no longer applicable notification to the UEs, i.e. NAS based notification. This solution requires a new NAS indication (e.g. a new 5GMM cause value "Disaster Condition no longer applicable") to the UE. For UEs in idle mode, the network needs to page the UE. Based on this new indication, the UE will enter the deregistered state when performing PLMN selection for return back.
Solution #33 provides one way for disaster no longer applicable notification to the UEs, i.e. NAS based notification, which is very similar as NAS based notification in Solution #28. This solution requires a new NAS indication (e.g. a new 5GMM cause value "Disaster Condition in other PLMN no longer applies") to the UE. There is no paging for NAS based notification for UEs in idle mode. Based on this new indication, the UE still stays in the registered state when performing PLMN selection for return back.
Solution #35 relies on the RAN sharing between PLMN D and PLMN A and the UE is still served by the same PLMN D via the shared RAN of PLMN A. For disaster no longer applicable notification to the UEs, Solution #35 relies on the shared RAN to stop broadcast barring information related to Access Identity 3. This solution only involves RAN2 and no new work to be done in CT1.
* * *Next Change * * * *
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Conclusions
8.6
Conclusions on KI#6
Solution #30 and #34 should be the baseline to solve KI#6.
* * * End of Change * * * *

