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1. Introduction
This pCR attempts to provide evaluation & conclusion for KI#2: Notification of applicability on Disaster Condition to PLMNs without Disaster Condition.
2. Reason for Change
Currently, there are four solutions for KI#2 documented in TR 24.811. They can be distributed into three types:

· O&M based solution (Solution #6 and Solution #7)

· CBE based solution (Solution #8)

· RAN sharing based solution (Solution #9)
Solution #6 is mainly relying on the O&M operations which need not to be standardized, i.e. by proprietary implementation. Subject to regulatory requirements or operator's policy, if MINT needs to be supported in a country, operators can provide the required proprietary implementations to enable the notification of applicability on disaster condition between their PLMNs.
Even Solution #7 has indicated that PLMN without Disaster Condition (called PLMN A) to determine that Disaster Condition applies (or no longer applies) for another PLMN (called PLMN D) in an area, based on means out-of-scope of 3GPP but it still uses O&M operations (e.g. configured in PLMN A's NG-RAN nodes) and "means out-of-scope of 3GPP" can cover the O&M operations as well. Hence, for easy discussion, Solution #7 is also treated as an O&M based solution. With this, Solution #7 also mainly relies on the O&M operations which need not to be standardized, i.e. by proprietary implementation. However, it is not so clear whether any 5GCN NFs (e.g. AMF) of PLMN A needs to be notified for disaster condition applies to PLMN D or not. If no any 5GCN NFs of PLMN A was notified, then it seems not feasible to enable the solutions for other related key issues, e.g. KI#3 and KI#4.
Solution #8 requires deployment of CBE and CBC (and PWS-IWF) or CBCF while these network entities or NFs are originally deployed for CBS/PWS which is totally an optional feature for an operator. Hence, for a regulator or an operator which has not deployed the CBE and CBC (and PWS-IWF) or CBCF for CBS/PWS, then it will be a big CAPEX to implement Solution#8 for MINT. Furthermore, it is not so clear whether NG-RAN of PLMN A needs to be impacted or not considering delivering information related to CBS/PWS impacts NG-RAN.
Solution #9 relies on the RAN sharing between PLMN D and PLMN A and the UE is still served by the same PLMN D via the shared RAN of PLMN A. That is to say, there is no disaster roaming performed by the UE when the disaster condition applies to the current serving PLMN D. This does not satisfy the SA1 requirements on MINT in which the UE has to perform disaster roaming for MINT:
(1) As per documented in the objective of SA1 MINT WID SP-190938 as below, the yellow text clearly indicated that it is a different network to provide the disaster roaming services, not the same PLMN.
“In this work, it is assumed that neighbouring networks (i.e., networks providing services in the region where the disaster condition applies) may provide disaster-triggered roaming that is activated only during certain events (e.g. disasters, fire, etc) where one network cannot provide access service to its users within specific regions during the time that a disaster condition persists. Coordination between PLMN operators and government agencies might be required to support Minimization of Service Interruption (MINT), but this is out of scope of 3GPP. In this work, the scope is limited to the case of RAN failure.”
(2) As per specified in SA1 TS 22.261 as below, as a general requirements for MINT, the yellow text also clearly indicated that the services was provided by another PLMN which is different from the PLMN for which a disaster condition applies.

“6.31.2   Requirements

6.31.2.1        General

Subject to regulatory requirements or operator's policy, 3GPP system shall be able to enable a UE of a given PLMN to obtain connectivity service (e.g. voice call, mobile data service) from another PLMN for the area where a Disaster Condition applies.”
(3) As per specified in TR 24.811 as below, the yellow text also clearly indicated that it is a different network to provide the disaster roaming services, not the same PLMN.

“4.2
Architectural Requirements

The system shall satisfy the stage-1 requirements in TS 22.261 [3] subclause 6.31 and TS 22.011 [2] subclause 3.2.2.

The solution shall enable a UE of a selected PLMN (HPLMN or VPLMN) with Disaster Condition, to select and register on another PLMN without Disaster Condition in UE's forbidden PLMN list when no other PLMN is available except for PLMNs in UE's forbidden PLMN list and the PLMN without Disaster Condition is able to accept Disaster Inbound Roamers from the PLMN with Disaster Condition.”
Solution #9 further requires the full-mesh setup of N2 connection between all NG-RAN nodes of PLMN A and all AMFs of PLMN D in advance before disaster condition applies to PLMN D. Even Solution #9 specified that "if PLMNNO DC has an SLA to support disaster condition applied to PLMNDC in an area, the NG Setup procedure is performed between all NG-RAN nodes of PLMNNO DC covering the area and AMF(s) of PLMNDC covering the area in advance.", but actually disaster condition can happen in each area of a country and hence, more likely "in an area" will be "in a country". Considering disaster condition will not happen often and no people can foresee when and where it will happen, such full-mesh setup of N2 connection between all NG-RAN nodes of PLMN A and all AMFs of PLMN D in advance will waste NGAP resources.
With above analysis, the evaluaiton on solutions for KI#2 can be shown in below Table 1.
Table 1: Solution evaluation for KI#2
	Solutions
	UE impacts
	RAN impacts
	CN impacts
	SA1 requirements satisfaction
	3GPP WGs involvement

	Solution #6
	No
	· NG-RAN of PLMN A: To receive and store the disaster PLMN ID and disaster area information sent by the PLMN NMS via O&M operations.
	· AMF of PLMN A: To receive and store the disaster PLMN ID and disaster area information sent by the PLMN NMS via O&M operations.
	Yes, SA1 requirements are satisfied.
	· CT1: To document the PLMN A was notified the disaster condition applies to PLMN D via O&M operations.

· RAN2: To document the NG-RAN of PLMN A was notified the disaster condition applies to PLMN D via O&M operations.

	Solution #7
	No
	· NG-RAN of the PLMN A is impacted with possibility to be configured with the "disaster roaming PLMN list
	· It is not so clear whether any 5GCN NFs of PLMN A needs to be notified for disaster condition applies to PLMN D or not. If no 5GCN NFs of PLMN A was notified, then it seems not feasible to enable the solutions for other related key issues, e.g. KI#3 and KI#4.
	Yes, SA1 requirements are satisfied.
	· CT1: TBD, if there is no 5GCN impact, then no CT1 involvement.

· RAN2: To document the NG-RAN of PLMN A was notified the disaster condition applies to PLMN D via means out-of-scope of 3GPP, e.g. O&M operations.

	Solution #8
	No
	· It is not so clear whether NG-RAN of PLMN A needs to be impacted or not considering delivering information related to CBS/PWS impacts NG-RAN.
	· CBE and CBC (and PWS-IWF) or CBCF, and AMF of PLMN A are impacted related to "disaster roaming PLMN and area list" handling.
	Yes, SA1 requirements are satisfied.
	· CT1: To specify stage 2 message flow and parameters between CBE and CBC (and PWS-IWF) or CBCF, and between CBC (and PWS-IWF) or CBCF and AMF for "disaster roaming PLMN and area list" handling.

· CT4: To specifiy stage 3 SBI service operations related to "disaster roaming PLMN and area list" handling.

· RAN2 and RAN3: TBD, if there is no NG-RAN impact, then no RAN2 and RAN3 involvement.

	Solution #9
	No
	· NG-RAN of PLMN A is impacted to setup the N2 connection with the AMF of PLMN D for disaster condition notification.
	· AMF of PLMN D is impacted to setup the N2 connection with the NG-RAN of PLMN A for disaster condition notification.
	No, SA1 requirements are not satisfied as there is no disaster roaming performed.
	· CT1: No CT1 involvement as how the AMF of PLMN D is notified for disaster condition is out of the scope of 3GPP.

· RAN3: N2 connection setup between the AMF of the PLMN D and the NG-RAN of PLMN A for disaster condition notification.


Based on the above solution evaluation for KI#2, it proposes to take following criteria on solution determination for the normative work:
(1) The solutions which cannot satisfy SA1 requirements shall be out of the scope of the normative work;

(2) The solution with less UE impacts, less RAN impacts and less CN impacts is more preferable;

(3) The solution with less 3GPP WGs involvements is more preferable.

With above criteria, Solution #6 and #7 can satisfy SA1 requirements on MINT, has less RAN and CN impact, and the required CT1 and RAN2 work can be implemented via O&M operations which need not to be standardized, i.e. by proprietary implementation. Hence, it proposes to take Solution #6 and #7 as the baseline for KI#2 for the normative work.

3. Conclusions

With above criteria, Solution #6 and #7 can satisfy SA1 requirements on MINT, has less RAN and CN impact, and the required CT1 and RAN2 work can be implemented via O&M operations which need not to be standardized, i.e. by proprietary implementation. Hence, it proposes to take Solution #6 and #7 as the baseline for KI#2 for the normative work.

4. Proposal

It is proposed to agree the following changes to 3GPP TR 24.811 v0.2.0.
* * * First Change * * * *

7
Evaluations
7.2
Evaluation on solutions of KI#2
All solutions for KI#2 have no UE impact.
Except Solution #8, all other solutions have RAN impact. Solution #8 has possible RAN impact and needs to be confirmed.
Except Solution #7, all other solutions have CN impact. Solution #7 has possible CN impact and needs to be confirmed.

Solution #9 cannot satisfy an SA1 requirement on MINT, i.e. the disaster roaming has to be performed to obtain connectivity service from another PLMN without Disaster Condition (called PLMN A) which is different from the PLMN where a Disaster Condition applies (called PLMN D). All other solutions can satisfy this SA1 requirement on MINT.
Solution #6 relies on O&M operations which need not to be standardized, i.e. by proprietary implementation. The required RAN impacts and CN impacts can also be implemented via the O&M operations. This solution involves CT1 and RAN2 but the main required work is just to document that disaster condition notification is performed via O&M operations.
Solution #7 uses means out-of-scope of 3GPP for disaster condition notification between PLMN D and PLMN A but it still uses O&M operations (e.g. configured in PLMN A's NG-RAN nodes). Hence, the required RAN impacts can be implemented via the O&M operations which need not to be standardized, i.e. by proprietary implementation. However, it is not clear whether any 5GCN NFs (e.g. AMF) of PLMN A needs to be impacted for disaster condition notification. If no any 5GCN NFs of PLMN A was impacted, then it is not feasible to enable the solutions for other related key issues, e.g. KI#3 and KI#4. This solution involves RAN2 to document that disaster condition notification is performed via O&M operations. If there is 5GCN impact, then CT1 is involved.
Solution #8 requires deployment of CBE and CBC (and PWS-IWF) or CBCF while these network entities or NFs are originally deployed for CBS/PWS which is totally an optional feature for an operator. Hence, for a regulator or an operator which has not deployed the CBE and CBC (and PWS-IWF) or CBCF for CBS/PWS, then it will be a big CAPEX to implement Solution#8 for MINT. Furthermore, it is not so clear whether NG-RAN of PLMN A needs to be impacted or not considering delivering information related to CBS/PWS impacts NG-RAN. This solution involves CT1 to specify stage 2 message flow and parameters between CBE and CBC (and PWS-IWF) or CBCF, and between CBC (and PWS-IWF) or CBCF and AMF for "disaster roaming PLMN and area list" handling. This solution also involves CT4 to specify stage 3 SBI service operations related to "disaster roaming PLMN and area list" handling. If there is NG-RAN impact, then RAN2 and RAN3 are involved.
Solution #9 relies on the RAN sharing between PLMN D and PLMN A and the UE is still served by the same PLMN D via the shared RAN of PLMN A. Solution #9 further requires the full-mesh setup of N2 connection between all NG-RAN nodes of PLMN A and all AMFs of PLMN D in advance before disaster condition applies to PLMN D. Even Solution #9 specified that PLMN A has an SLA with PLMN D to support Disaster Condition in an area, but actually disaster condition can happen in each area of a country and hence, more likely "in an area" will be "in a country". Considering disaster condition will not happen often and no people can foresee when and where it will happen, such full-mesh setup of N2 connection between all NG-RAN nodes of PLMN A and all AMFs of PLMN D in advance will waste NGAP resources. This solution involves RAN3 to setup N2 connection between the AMF of the PLMN D and the NG-RAN of PLMN A for disaster condition notification. There is no CT1 involvement as how the AMF of PLMN D is notified for disaster condition is out of the scope of 3GPP.
* * *Next Change * * * *

8
Conclusions
8.2
Conclusions on KI#2

Solution #6 and #7 should be the baseline to solve KI#2.
* * * End of Change * * * *

