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Introduction

CT1 recently organized a conference call in order to progress the work for MINT prior to the CT1#127bis-e meeting. This document addresses a discussion around a reply LS, that was received from SA1.

Discussion

Among several documents that were presented and discussed I the most recent conference call for MINT, there was also an LS from SA1 (S1-204329) which was a reply LS to CT1’s LS in C1-206649. In their LS, CT1 had asked three questions, of which questions 2 and 3 are the topic of interest here. Here is what CT1 asked and how SA1 answered:

Question 1: Which level of services are the PLMNs not subject to disaster required to provide to “Disaster Inbound Roamers”? Emergency services only, a limited set of services hosted by the PLMN not subject to disaster (e.g. internet connectivity provided using local break-out), or the same set of services that the “Disaster Inbound Roamers” would receive in their HPLMN?
Question 2: If the answer to Question 1 is: a limited set of services hosted by the PLMN not subject to disaster, can it be assumed that the NFs of the PLMM subject to disaster required to support those services (the UDM and the AUSF) are still operational?
Question 3: If the answer to Question 1 is: the same set of services that the “Disaster Inbound Roamers” would receive in their HPLMN, can it be assumed that the NFs (network functions) of the PLMM subject to disaster required to support those services (the UDM, the AUSF, the SMF and UPF for any DNN requiring home-routed PDU session, and the IMS) are still operational?
------------

SA1 would like to provide the following answers:

Answer 1: In principle “Disaster Inbound Roamers” can receive the same services as normal inbound roamers can receive in the VPLMN, subject to agreements between HPLMN and VPLMN, regulations, VPLMN constraints, etc.

Answer 2&3: according to the initial stage-1 study and use cases, which refer mostly to RAN unavailability due to disaster situations, SA1 understanding is that the network functions of the PLMN subject to disaster can be assumed to be still operational.
Observation 1: We note that the “Anchor Node” of the Core Network, i.e. the “AMF”, was not mentioned in CT1’s Question 3 (the highlighted part) and was consequently not excluded in SA1’s response either. SA1 simply refers to “network functions”.
Observation 2: Note that, in the first part of their reply, SA1 mention the word “mostly to RAN”, i.e. they are not excluding AMF.
On Christmas Day of 2020, there was an explosion in the downtown of Nashville, TN. As part of this disastrous explosion, phone services, provided by AT&T, were interrupted since a call switching center, which was in the proximity of the explosion, was severely damaged. Below, we can see a report from the incident (copied from Wikipedia; the most interesting parts are highlighted in Green and Yellow):

The bombing caused structural and infrastructure damage to a nearby AT&T service facility, which contained a telephone exchange with network equipment in it, resulting in AT&T service outages across the U.S., primarily in Middle Tennessee.[25] Although the facility's backup generators were rendered nonfunctional because of fire and water damage, communication services initially remained uninterrupted while the facility was able to run on battery power.[26] However, outages were reported hours after the explosion, with significant service disruptions in the area by around noon.[25] Cellular, wireline telephone, internet, and U-verse television service were affected, as were multiple local 9-1-1 and non-emergency phone networks in the region, along with Nashville's COVID-19 community hotline and some hospital systems.[5]

 HYPERLINK "https://en.wikipedia.org/wiki/2020_Nashville_bombing" \l "cite_note-outage.tennessean-25" [25]

 HYPERLINK "https://en.wikipedia.org/wiki/2020_Nashville_bombing" \l "cite_note-27" [27] T-Mobile also reported interruptions to its service.
As can be deduced from the above article report, the outages were, indeed, the result of Core Network entities (and not RAN) having been severely damaged. It is also important to note that similar incidents have occurred in the past in other countries paralyzing certain operators’ networks.
Observation 3: Disaster conditions could also have damaging impact on the Core Network nodes leading to service outages. This has been observed in real networks both recently and in the past.

Conclusion

Based on the discussion above and observations, there is a clear possibility that the AMF may not be functional due to a disaster condition. It is, therefore, preferred to incorporate this possibility into the study/work of MINT.
Proposal

The source company proposes one of the two following approaches as the way forward:
1) CT1 shall prepare and send an LS to SA1 asking them whether disruption of service due to the availability of AMF shall be included in the study/work item
2) CT1 should continue the work for MINT under the assumption that AMF can, indeed, be one of the nodes that could be impacted by disaster condition. The reason behind this second proposal is that the requirements in 22.261 do not specifically exclude the scenario, in which the AMF is the node that is not operational.

