3GPP TSG CT WG1 Meeting #123-e





C1-202460
Electronic meeting, 16-24 April 2020

Source:
Huawei, HiSilicon, China Mobile
Title:
Discussion on routing failure of CPSR
Agenda item:
16.2.8
Document for:
Discussion and Decision
1. Introduction

CT1 has discussed the routing failure handling of CPSR message but not reached consensus and henced captured as a work task within the exception sheet of 5G_CIoT work.

This paper attempts to analyse and evaluate the possible alternatives for this topic and propose the way in CT1.

2. Discussion

2.1 Routing failure handling in the connected mode
CPSR message was introduced to provide the CIoT CP data transport from the idle mode. Also CPSR messsage was reused to provide a single-step MO-SMS and MO-LCS message transport from the idle mode. Hence, as per current CIoT small data container IE coding (see TS 24.501 sub 9.11.3.18B), there are three data types can be transported via CPSR message: CP user data, SMS and LCS message.
When the UE was in the connected mode, these three data types were transported via the UL NAS transport procedure. They are carried into the Payload container IE with different Payload container type. For MO-SMS, it was already there since R15 before introducing CPSR message in R16. 

For MO-SMS, the routing failure handing was specified as below (see TS 24.501 sub 5.4.5.2.5):
"b)
If the Payload container type IE is set to "SMS" and the AMF does not have an SMSF address associated with the UE or the AMF cannot forward the content of the Payload container IE to the SMSF associated with the SMSF address available in the AMF, the AMF shall abort the procedure."
For MO-LCS, the routing failure handing was specified as below (see TS 24.501 sub 5.4.5.2.5):
"e)
If the Payload container type IE is set to "Location services message container" and if the Additional information IE is included in the UL NAS TRANSPORT message and the AMF cannot forward the content of the Payload container IE to an LMF associated with the routing information included in the Additional information IE, the AMF shall abort the procedure."
For MO CIoT CP data, the routing failure handing was specified as below (see TS 24.501 sub 5.4.5.2.5):
"g)
If the Payload container type IE is set to "CIoT user data container" and:

1)
if the AMF does not have a PDU session routing context for the PDU session ID and the UE; or

2)
if the AMF unsuccessfully attempted to forward the user data conatiner and the PDU session ID,


then the AMF may send back to the UE the CIoT user data container which was not forwarded as specified in subclause 5.4.5.3.1 case l1)."
In sub 5.4.5.3.1:

"l1)
a single uplink CIoT user data container which was not forwarded due to routing failure". 
And then in sub 5.4.5.3.2, it was covered as below:
"For case l1) in subclause 5.4.5.3.1, i.e. upon sending a single uplink CIoT user data container which was not forwarded due to routing failure, the AMF shall:

a)
include the PDU session ID in the PDU session ID IE;

b)
set the Payload container type IE to " CIoT user data container";

c)
set the Payload container IE to the CIoT user data container which was not forwarded; and

d)
set the 5GMM cause IE to the 5GMM cause #90 "payload was not forwarded"."
Observation #1: For MO-SMS and MO-LCS, the AMF shall abort the procedure in case of the routing failure.

Observation #2: For MO CIoT CP data, the AMF may send back the CP data in case of the routing failure.

Furthermore, for MO CIoT CP data, MO-SMS and MO-LCS trasport in the connected mode, the routing failure handling was treated as an abnomorl case under TS 24.501 sub "5.4.5.2.5 Abnormal cases on the network side". This is reasonable as such routing failure will not happen normally and often.

Observation #3: The routing failure of MO CIoT CP data, MO-SMS and MO-LCS in the connected mode was treated as abnomorl cases handling.

2.2 Routing failure handling in the idle mode
If the routing failure can happen in the connected mode, then it may also happen in the idle mode as well. Furthermore, we cannot see any specicial different reasons behind of such routing failure between the idle mode and the connected mode. Hence, based on observations in above section 2.1, it proposes to to provide a consistent routing failure handling for the same data type between the idle mode and the connected mode as far as possible.

Proposal #1: Same as connected mode, it proposes to treat the routing failure of MO CIoT CP data, MO-SMS and MO-LCS in the ilde mode as abnomorl cases handling as well.

For MO-SMS, in case of routing failure, similar as done in the connnected mode, the AMF needs to discard the received MO-SMS. Furthermore, the AMF needs to respond a service reject message to the UE to complete the ongong SR procedure quickly. In the service reject message, the 5GMM cause value #90 "payload was not forwarded" is included to let the UE know the situation happened at the network side. At the UE, as the SMS entity cannot understand this failure indication, hence, the UE needs not to further pass this indication to the SMS entity but just enter state 5GMM-REGISTERED and abort the service request procedure. There are some restransmission mechanism over SMS protocal stack (e.g. SM-CP/SM-RP layer) to cover this failure situation happened at lower layers.
For MO-LCS, in case of routing failure, similar as done in the connnected mode, the AMF needs to discard the received MO-LCS message. Furthermore, the AMF needs to respond a service reject message to the UE to complete the ongong SR procedure quickly. In the service reject message, the 5GMM cause value #90 "payload was not forwarded" is included to let the UE know the situation happened at the network side. At the UE, as the LCS app layer cannot understand this failure indication, hence, the UE needs not to further pass this indication to the LCS app layer but just enter state 5GMM-REGISTERED and abort the service request procedure. There are some restransmission mechanism over LCS app layer to cover this failure situation happened at lower layers.
Proposal #2: For MO-SMS and MO-LCS, in case of routing failure, the AMF discards the received MO-SMS/MO-LCS and responds a service reject to the UE with 5GMM cause #90 "payload was not forwarded".

For MO CIoT CP data, in case of routing failure, if following the principle in the connected mode, then the network needs to provide a failure indication to the UE to make it know the failure delivery of MO CIoT CP data. However, unlike the connecged mode, currently there is no way for the AMF to send back the failure routed MO CIoT CP data to the UE during the SR procedure trigered by the CPSR message, hence, the AMF has to discard the received MO CIoT CP data. Also, there is no much value to send back the failure routed MO CIoT CP data to the UE. Hence, it is enough for the AMF to just provide the failure indication in this case.

About how does the AMF provide such failure indication to the UE during the SR procedure trigered by the CPSR message, there are two alternatives:
Alt#1: To include the failure indication in the service accept message.
Alt#2: To include the failure indication in the service reject message.

For both Alt#1 and Alt#2, to align with the routing failure handling in the connected mode, such failure indication should be 5GMM cause #90 "payload was not forwarded".

For Alt#1, it was argued that the routing failure of MO CIoT CP data is not a 5GMM issue but a 5GSM issue so the AMF should accept the CPSR message. However, we cannot buy this argument due to following reasons:

(1) It is true that in 5GS the 5GMM and 5GSM are split but they are not so clean split, i.e. the 5GSM is not totally transparent to the AMF. Typically for the MO CIoT CP data included in the CPSR, the AMF clearly knows it is MO CIoT CP data and needs to find the routing information to forward it to the related SMF. The routing function at the AMF is a 5GMM function and hence in case of runting failure, it is reasonable to reject the CPSR message over 5GMM sublayer.
(2) The CIoT CP data transport is not a pure 5GSM layer event. Currently we have already specified the CP congestion control at the AMF and then the AMF can reject the CPSR message in case of the AMF decides to activate the CP congestion control for the UE. Hence, this is not the first case for the AMF to reject the CPSR due to required handling for the CIoT CP data transport. Failed due to CP congestion control and failed due to routing failure do share the similar logic from procedure perspective.

(3) The CPSR message was newly introduced in R16 to dedicatedly transport the MO CIoT CP data in the idle mode. Note that for the MO-SMS and MO-LCS, they just reuse this new message for single-step siganlling optimization from the idle mode. If there is no any MO CIoT CP data to be sent in the idle mode, the UE needs not to send out the CPSR message anymore. Hence, if the transport of MO CIoT CP data is failed due to routing failure, then it is reasonable for the AMF to reject the CPSR message. The service reject message itself also provides a clear indication to the UE that the previous sent MO CIoT CP data was not sent to the SMF. Note that in the connected mode, the AMF will provide #90 "payload was not forwarded" to the UE, and #90 is a 5GMM cause, not a 5GSM cause.
Furthermore, we observed following drawingbacks for going to Alt#1:

(a) Based on proposal #1, the routing failure should be treated as an abnormal case and then it sounds a little strange for the UE needs to handle an abnormal case upon receipt of a service accept message. Service accept message should be handled as a normal case.
(b) Currently, there is no 5GMM cause value included in the service accept message. To align with the connected mode, the AMF needs to include the 5GMM cause #90 "payload was not forwarded" in the service accept mesasge which sounds a little strange for the UE to receive a negative 5GMM cause value in an accept message when the sending CPSR message was just for MO CIoT CP data. One side the UE received an "accept" message but at the same time it received a negactive indication that the data was not forwarded. This is indeed a bad logic for protocol design.
The evaluation of these two alternatives can be shown in below table 1.
Table 1. Alternative evaluation
	Alternative
	Pros.
	Cons.

	Alt#1
	· We cannot find any Pros. based on above analysis.
	· Strange handling for service accept message as an abnormal case.

· Bad logic to include a negative 5GMM cause value in an accept message.

· More protocol work: existing service accept message coding has to be updated.

	Alt#2
	· Aligning with the protocol principle that include the negative cause value in a reject message.

· Clear failure indication to the UE that the MO CIoT CP data was not routed.

· Less protocol work: no update on the existing message coding.
	· We cannot find any Cons.


Based on above analysis and evaluation, we would propose to go Alt#2:
Proposal #3: For MO CIoT CP data, in case of routing failure, the AMF discards the received MO CIoT CP data and responds a service reject to the UE with 5GMM cause #90 "payload was not forwarded".

Regardless of Alt#1 or Alt#2 was selected, upon receipt of service accept or service reject message with failure indication, i.e. 5GMM cause #90 "payload was not forwarded", the UE should complete the ongoing SR procedure, enter state 5GMM-REGISTERED. If the CPSR message was sent for CIoT CP data, the UE should additionally inform 5GSM sublayer the failure routing of the MO CIoT CP data.

Proposal #4: Upon receipt of failure indication from the network, the UE completes the ongoing SR procedure, enters state 5GMM-REGISTERED and informs 5GSM sublayer the failure routing of the MO CIoT CP data.

About when the AMF initiates the release of the N1 NAS signalling connection to move the UE to the idle mode, it is decoupled from which alternative was selected as forward. In both Alt#1 or Alt#2, the AMF can have two choices:

(1) Handle it as usual as other service accept/reject cases, e.g. keep the UE in connected mode for an implementaion specific time or immediately move the UE back to the idle mode after the completion of the SR proceure; or
(2) Handle it based on the DDX value included in the CPSR message. 
The way (2) actually cannot work for MO-SMS. Also, for MO CIoT CP data, even DDX indicates more subsequent UL/DL data need to be sent but all them will be routed over the same PDU session to the same SMF. But the routing over the current PDU session to the current SMF was already failed, hence it does not make sense to keep the UE in the connected mode for long time based on DDX. With this, we would prefer to go way (1) to keep a consistent handling at the network side. If going to way (1), at the UE side, it needs to start T3540 to monitor the N1 NAS sigalling connection release initiated by the network as usaul.
Proposal #5: After sending the service reject message, the AMF handles the release of the N1 NAS signalling connection as other service reject cases and the UE starts T3540 to monitor the N1 NAS sigalling connection release initiated by the network.

3. Conclusion
This paper has analysed and evaluated the possible alternatives for this topic.

Based on the discussion, below obervations were provided:

Observation #1: For MO-SMS and MO-LCS, the AMF shall abort the procedure in case of the routing failure.

Observation #2: For MO CIoT CP data, the AMF may send back the CP data in case of the routing failure.

Observation #3: The routing failure of MO CIoT CP data, MO-SMS and MO-LCS in the connected mode was treated as abnomorl cases handling.

Based on these observations, following proposals were provided for required CT1 work:

Proposal #1: Same as connected mode, it proposes to treat the routing failure of MO CIoT CP data, MO-SMS and MO-LCS in the ilde mode as abnomorl cases handling as well.

Proposal #2: For MO-SMS and MO-LCS, in case of routing failure, the AMF discards the received MO-SMS/MO-LCS and responds a service reject to the UE with 5GMM cause #90 "payload was not forwarded".

Proposal #3: For MO CIoT CP data, in case of routing failure, the AMF discards the received MO CIoT CP data and responds a service reject to the UE with 5GMM cause #90 "payload was not forwarded".

Proposal #4: Upon receipt of failure indication from the network, the UE completes the ongoing SR procedure, enters state 5GMM-REGISTERED and informs 5GSM sublayer the failure routing of the MO CIoT CP data.

Proposal #5: After sending the service reject message, the AMF handles the release of the N1 NAS signalling connection as other service reject cases and the UE starts T3540 to monitor the N1 NAS sigalling connection release initiated by the network.

The proposals are covered in CR C1- 202461 for TS 24.501.
