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Abstract: 
    This discussion paper describes a way of using MBMS delivery in SDS sessions.
1 Intro and Background

Stage 3 for MCData SDS delivery via MBMS is one of the stated objectives of the Rel-16 eMCData2 WID in CT1 (see C1-194710). This paper proposes a solution.
For MBMS usage, the targeted use case is for a succession of SDS messages to be delivered in parallel during a session to a multitude of MCData users that are part of an MCData group. However, the solution has to be general, and apply to any number of SDS messages (down to one), in both group and one-to-one situations.

Currently, SDS can be delivered connectionless over the signaling plane (see 24.282) using SIP messaging or via a connection over the media plane (see also 24.582), using unicast bearers and the MSRP/TCP/IP. Neither MSRP nor TCP can be used for MBMS delivery, therefore some different protocols need to be selected for MBMS.
Some multicast protocols (e.g. QUIC, ALC) may be available, but they are not specifically designed or optimized for group SDS messaging, and may be focused on various other issues such as massive scalability, handling congestion, forward error correction, reliable delivery, etc. Also, they may be requiring that other protocols be employed in conjunction with them in order to provide a workable solution. For the problem at hand, namely light-weight fast and simple quasi real-time delivery of SDS messages for mission critical application and effective potential interaction with other mission critical services, use of such protocols may not be ideal. 

This paper proposes a simple solution that may better fit MCData needs without additional potential complexity and lines up with the general 3GPP mission critical ecosystem, namely to use (S)RTP/UDP/IP for the media plane and SIP/SDP for the creation of sessions in the signaling plane. 
The proposed design is described in the sections below, and is based on the current design with minimum changes and maximum reuse.

2 Session Description and Signalling Plane Impact
The process itself is unchanged from the case of unicast only delivery, and starts with the session negotiation and establishment, where the session is being described via SDP within SIP messages exchanged between parties. If necessary, an initial dummy MSRP SEND may be sent to initialize the media plane unicast delivery.
The sending side in an SDS session is not aware whether or not MBMS distribution will be used by the receiving side. Therefore, from a sender’s point of view, the session description in the SDP is unchanged, indicating transfer via MSRP in both directions using associated TCP/IP ports. 
To enable multicast reception, the MCData participating server on the receiving side modifies the SDP towards the receiving MCData client to allow using (S)RTP/UDP/IP via UDP ports and an IP multiplex address. On the way back (SDP answer from MCData client), the participating server may remove the change and restore the sender’s SDP.  

It may be possible that the change of the sender’s SDP be done by the controlling server and the SIP message(s) with the changed SDP is forwarded to the participating server on the receiving side and then to the receiving UE. 
Prior to the MBMS delivery, the application server will have to transmit an MBMS bearer announcement message.
No other changes to the signaling plane have been identified so far.

3 Media plane processing
The generic structure of the media packet is “Payload”/(S)RTP/UDP/IP, where “Payload” includes at least the DATA PAYLOAD structure identical to what  is carried in the body of the MSRP SEND message when unicast is used. 

The IPv4, IPv6 and UDP headers carry length information and each can be used to determine the length of the Payload. 
The (S)RTP header carries sequence information which allows identifying missing packets, duplicated packets and reordering out of order packets. Information carried within the fields of the Payload can further identify to which SDS message and chunk a particular received packet belongs, thus enabling reassembling on reception. 

If secure transmission is required, the RTP header and Payload are authenticated and the Payload is encrypted. As described in RFC 3711, the SRTP trailer provides security related information.
4 Media Packet
Each media packet for multicast delivery is created by the MCData server from one incoming MSRP message. The Payload, which is preceded by the RTP header, consists of:

· Certain fields with information contained in the MSRP SEND message, e.g. Message-ID, Byte Range, last chunk indicator, abort indicator, content type 
· Optionally, the body or bodies of the MSRP SEND message containing the SDS SIGNALLING PAYLOAD and/or SDS NOTIFICATION, if present.
· The body of the MSRP SEND message containing the DATA PAYLOAD, if present.
If SRTP is used, the entire Payload is security protected over the air (via the MuSiK key), independently of the end-to-end encryption of the actual SDS message.

It may also be possible to use (S)RTCP packets of packet type APP to carry metadata about a message, but the need to use this mechanism has not been identified so far.
5 SDS message delivery and reassembly
As it is also the case with MCPTT and MCVideo, prior to the MBMS communication starting or resuming, a MapGroupToBearer subchannel control message will have to be transmitted, containing the same UDP port as those indicated in the SDP associated with the session.

Within the same session it is possible to have different chunks of the same SDS message or different SDS messages delivered via MSRP over unicast and via (S)RTP/UDP/IP over multicast in any mix-and-match combination. This is enabled by:

· the fact that a multicast media packet contains essentially the same information as the MSRP SEND message from which it was created, including information used to reassemble an SDS message 

· Interleaved and out-of-order delivery are supported by MSRP 
The SDS reassembly procedure is the same whether the session uses unicast, multicast or a combination. 

It should also be possible to have multiple SDS media sessions going on in parallel. In this case, different SDPs would normally indicate different UDP ports. 

The ongoing communication ends when an UnmapGroupToBearer subchannel control message is sent.  The communication is released when the session is closed (for unicast and multicast delivery).  

6 Reliability of delivery
Unlike delivery via MSRP over unicast which is reliable, delivery via multicast is best effort with no guarantees of success. A participating server cannot know or confirm if the client has received a certain SDS message or a chunk of the SDS message sent over multicast. Especially for an SDS message with multiple chunks, the same behavior as for MSRP delivery applies: not receiving one chunk of an SDS message within a set amount of time since first (or last) receiving a chunk of that SDS message results in all other received chunks and the entire message to be discarded.
In case of multicast delivery, the only way for a sending client to know if another client has received the sent SDS is to use the dispositions (e.g. “DELIVERED”) and SDS NOTIFICATION mechanisms. 

7 Others
It is FFS if the described mechanism can also be used for FD and/or media streaming via multicast. 
8 Conclusions and Proposal
The proposed approach is very simple and straight forward, as it uses one-to-one matching with copied content between each MSRP SEND message used for unicast delivery and a corresponding (S)RTP/UDP/IP packet used for multicast delivery. In this way the delivery can be flexibly done via unicast, multicast or both, while the SDS reassembly procedure and ability for interleaved and out-of-order delivery are preserved unchanged.

The approach does not change the signaling either, including the session description, where only an addition (the UDP ports for receiving the (S)RTP multicast traffic) is made. 

The security protection conferred by use of the CSK on the unicast bearer between the MCData participating server and the MCData client is replaced, in the downlink, by the security protection conferred by the MuSiK on the multicast bearer.
The delivery reliability is achieved via the SDS NOTIFICATION and dispositions mechanism which, itself may use reliable delivery in the signaling plane.

Changes to 24.282 and 24.582 are limited and low risk, as they only need to accommodate the few additions for multicast support and some explanatory text.

This approach may eventually be applicable/extendible to other subservices employing multicast delivery, e.g. FD, media streaming, and may lead down the road to a unified approach across all MCData subservices.

Proposal: Adopt the described approach for the SDS session delivery via MBMS.
