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1.
Introduction

ATSSS relies on specific performance measurements performed over both accesses and on associated reports exchanged between the UE and the PMF via PMF protocol messages. In Rel-16, two types of messages shall be supported, namely
-
Messages for Round Trip Time (RTT) measurements;

-
Messages for reporting Access availability/unavailability by the UE to the UPF.

SA2 indicates in clause 5.32.5.2 of 23.501 that "whether the PMF messages are exchanged over TCP/IP or over UDP/IP will be specified by Stage 3".
The purpose of this contribution is to present an analysis of the alternative approaches of UDP and TCP in order to decide the way forward and to help plan the work ahead in CT1.
2.
Discussion
In 23.501 the following protocol stack for user plane measurements and measurement reports has been agreed for 3GPP access and for MA PDU Session with type IP:
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The option of using TCP has been proposed in SA2 for the following reasons:

1. RTT measurements can be supported by existing methods (e.g. RFC 7323); 

2. Transmission errors are solved by in-built TCP retransmission mechanism; 
3. TCP provides the handshake, keepalive and disconnect processes;
4. UDP payload w/o IP fragmentation is limited to about 1300 bytes.
Although reusing an existing RTT measurement mechanism is an undeniable benefit, TCP introduces the following issues:

1. Reordering introduces delay
TCP applies segment numbering and reordering of out-of order data, which may introduce the problem of Head-of-line blocking. If a segment is lost, subsequent messages must wait until the successful retransmission reaches the receiver queue and are thus delayed. 
2. Retransmissions affect RTT measurements 
TCP is a reliable protocol that makes use of ACKs and retransmissions. Whenever an ACK is not received on time the PMF protocol message is retransmitted later until received. Once the ACK is eventually received, it is ambiqous which of the retransmissions was successful and hence calculation of RTT is challenging. 

Several solutions have been proposed, such as Karn’s algorithm that does not make any RTT samples from segments that have been retransmitted, but all generally distort RTT estimation. This contradicts the stage 2 requirements and the main objective of the PMF protocol that is to timely and accurately measure the current latency conditions of each access.

3. Retransmissions cause communication overhead 
The PMF protocol echo/response messages do not carry any useful data and they are only used for the purpose of RTT calculation. Thus, the retransmissions are not only unnecessary, but also introduce communication overhead in cases that they are not considered for the RTT calculation. 
4. TCP connection management & processing overheads 

TCP as a connection-oriented protocol requires that the connection state information is kept by both endpoints. As a result, for each PMF protocol instance, each UE has to preserve the state of two connections (one per access). In addition, at each endpoint we have the processing overhead of assembling the segments and ensuring that they are correctly ordered and error-free. 

The problem is much more evident at the UPF side where numerous UEs are served and hence numerous TCP connections lasting for entire duration of PDU sessions would need to be concurrently managed, making such an approach not scalable.  This could be a major issue for timestamp-based RTT calculation methods that introduce increased processing overhead.
5. Limited control over average RTT calculation

TCP calculates RTT via data packets exchanged on a per-connection basis and computes the exponential moving average of these RTT sample measurements. As a result, the exact way that RTT measurement samples are used for the calculation of average RTT is not under our full control.  

6. Latency and overheads introduced by TCP connection establishment/termination 
Due to the 3-way handshake process of TCP implementing PMF protocol over TCP would introduce an initial connection establishment delay of more than 1 RTT, before which no RTT calculation can be performed by any endpoint.  Similar delay and overhead are introduced by the conecction termination.  
On the other hand, UDP-based transport for PMF protocol does not suffer from any of the issues above. Futhermore, UDP packet in IPv4, IPv6, IPv4v6 PDU sessions and Ethernet frame in Ethernet PDU session enable a similar datagram-based transport for PMF protocol. 
Finally, it shall be noted that 

i) the overall complexity of the proposed PMF protocol for RTT measurements (as indicated by the related contributions) is minimal, since it implements a simple echo request/response mechanism, and 

ii) the supported payload of 1300 bytes is sufficient for the type of measurements needed in ATSSS.   

3.
Conclusion
As it can be seen from the analysis in the previous section, TCP provides a built-in RTT calculation mechanism. However, it also relies on mechanisms (e.g. for reliability) that are not only unnecessary but also introduce performance overheads and latency. Thus, it is proposed to proceed with UDP. 
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