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1. Introduction
This paper propose to not allow multiple service request procedures running in parallel and to not include a PTI in the 5GMM header.
2. Reason for Change
Until CT1#106, multiple service request procedures running in parallel had been considered as the only possible candidate for the motivation to include a PTI in the 5GMM message header even though whether we should allow multiple service request procedures running in parallel was questionable.
First of all, we do not agree that multiple service request procedures running in parallel justifies adding a PTI in every 5GMM message header. If there is a single 5GMM procedure that requires distinction between transactions, it is logical that the procedure is treated specially rather than impacting all 5GMM procedures.
Next, let us investigate whether we need multiple service request procedures running in parallel. To our knowledge, the need for the multiple service request procedures running in parallel is asserted by some companies in CT1 for a PDU session requiring low latency.
Even though the UE can be configured to reactivate such a PDU session via the first service request procedure since the UE transitions from idle mode to connected mode, some companies felt the approach as problematic because if reactivation of at least one of the PDU sessions requested to be reactivated is a failure due to e.g. no response from the SMF, the response message to the SERVICE REQUEST message is expected to be delayed.
We believe that such companies imply a solution that a PDU session with a tight latency requirement is reactivated by a service request procedure requesting to reactivate the PDU session only.

We found no specific requirement justifying the solution, but we found the following stage 2 requirements on the packet delay budget (PDB) and packet error rate:

For a delay critical GBR flows, a packet delayed more than PDB is counted as lost.

For all other flows, the PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.
For QoS Flows with delay critical GBR resource type, a packet which is delayed more than PDB is counted as lost, and included in the PER.

The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access).
Our interpretation on the stage 2 requirements is that the delay requirement for a delay critical PDU session (or more precisely a PDU session including delay critical GBR flows) is fulfilled by preforming appropriate link layer protocol configurations.
The PER of mission critical GBR flows (i.e. with 5QI values 65 and 66) is 0.01. We first would like to understand if the failure scenario (reactivation of at least one of the PDU sessions requested to be reactivated is a failure due to e.g. no response from the SMF) justifies multiple service request procedures running in parallel with this delay requirement: ninety-nine out of hundred packets should be delivered from the UE to the PDU session anchor UPF (and vice versa) within 75 ms and 100 ms (for 5QIs 65 and 66, respectively). Currently we do not feel that it is well-justified because it is often assumed that error in the core network is considered to be very low.

On the other hand, there is a stage 2 requirement on the delay sensitive PDU session:


If the AMF had received an indication, from the SMF during PDU Session Establishment procedure (see clause 5.2.8.2.5) that the UE is using a PDU Session related to latency sensitive services, for any of the PDU Sessions established for the UE and the AMF has received an indication from the UE that supports the CM-CONNECTED with RRC Inactive state, then the AMF shall include the UE’s "RRC Inactive Assistance Information" as defined in TS 23.501 [2].

In other words, the stage 2 text recommends such UEs to be kept connected in the core network and N3 tunnel is kept intact, while the UEs can move to inactive state.
In light of these we propose to:
· not allow multiple service request procedures running in parallel; and

· not include a PTI in the 5GMM header.
3. Conclusions

<Conclusion part (optional)>
4. Proposal

It is proposed to agree the following changes to 3GPP TR 24.890 V1.1.1.
* * * First Change * * * *

8.6.12.1
Message definition
The UL NAS TRANSPORT message transports message payload and associated information to the network.

Message type:
UL NAS TRANSPORT

Significance:

dual

Direction:


UE to AMF

Table 8.6.12.1.1: UL NAS TRANSPORT message content

	IEI
	Information Element
	Type/Reference
	Presence
	Format
	Length

	
	Extended protocol discriminator
	Extended protocol discriminator

6.6.6.2
	M
	V
	1

	
	Security header type
	Security header type

6.6.6.3
	M
	V
	1/2

	
	Spare half octet
	Spare half octet

6.6.6.5
	M
	V
	1/2

	
	UL NAS TRANSPORT message identity
	Message type

6.6.6.7
	M
	V
	1

	
	Payload container type
	Payload container type

8.7.11
	M
	V
	1/2

	
	Spare half octet
	Spare half octet

6.6.6.5
	M
	V
	1/2

	
	Payload container
	Payload container

8.7.12
	M
	LV-E
	3-65537

	R
	PDU session ID
	PDU session ID in 5GMM

8.7.13
	C
	TBD
	1

	A
	Request type
	Request type

8.7.6
	O
	TV
	1

	B
	S-NSSAI
	S-NSSAI

8.7.7
	O
	TLV
	3-6

	C
	DNN
	DNN

8.7.8
	O
	TLV
	3-102

	S
	Additional information
	Additional information

8.7.14
	O
	TLV
	3-n



* * * Next Change * * * *

8.6.14.1
Message definition
The DL NAS TRANSPORT message transports message payload and associated information to the UE.

Message type:
DL NAS TRANSPORT

Significance:

dual

Direction:


AMF to UE

Table 8.6.14.1.1: DL NAS TRANSPORT message content

	IEI
	Information Element
	Type/Reference
	Presence
	Format
	Length

	
	Extended protocol discriminator
	Extended protocol discriminator

6.6.6.2
	M
	V
	1

	
	Security header type
	Security header type

6.6.6.3
	M
	V
	1/2

	
	Spare half octet
	Spare half octet

6.6.6.5
	M
	V
	1/2

	
	DL NAS TRANSPORT message identity
	Message type

6.6.6.7
	M
	V
	1

	
	Payload container type
	Payload container type

8.7.11
	M
	V
	1/2

	
	Spare half octet
	Spare half octet

6.6.6.5
	M
	V
	1/2

	
	Payload container
	Payload container

8.7.12
	M
	LV-E
	3-65537

	r
	PDU session ID
	PDU session ID in 5GMM

8.7.13
	C
	TBD
	1

	s
	Additional information
	Additional information

8.7.14
	O
	TLV
	3-n



