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Background

In CT1#101-bis, CT1 received an LS (C1-170303) from SA2 related to the work on Reliable Data Service as part of CIoT-Ext in SA2, and SA2 had asked CT WGs to design a protocol for Reliable Data Service. Further there was a contribution to CT1 in CT1#102 in C1-170701 which proposed to use sliding window mechanism to send or receive data reliably on SCEF-UE layer. This discussion paper proposes to discuss other mechanisms using which reliable data transfer can be achieved and propose a way forward.
Discussion
As most of us know that reliable communication can be achieved using Sliding window mechanism when there is continuous flow of data to be processed. However if the data to be sent or received is infrequent then its best to consider other available options too. As in such cases the window used will be restricted to the size of 1 whereas larger header size associated with sliding window protocol needs to be processed. Hence we propose to consider alternate stop and wait mechanism. 

First let’s discuss the possible stop and wait protocol as below: 
Data Frame Header (considering Port address as 4 bits which limits maximum number of SCS/AS nodes  for each PDN to 16)

	Control Frame/Data Frame


	Exception Data Indicator


	Uplink/Downlink Data Frame –or- Uplink/Downlink Ack 


	Is Ack Required?
	Port bit 1
	Port bit 2
	Port bit 3
	Port bit 4


· 1st Bit indicates whether it’s Data Frame or Control Frame.
· 2nd Bit indicates whether it’s an Exception data Frame or Normal data frame. 
· 3rd Bit is encoded as below: 
	Information transferred (Data or Ack)
	Bit value


	Uplink Data Frame packet (UE to SCEF) 
	1

	Downlink Ack of data frame packet (SCEF to UE)
	1

	Downlink Data frame packet (UE to SCEF) 
	0

	Uplink Ack of Data frame packet (SCEF to UE) 
	0


· 4th Bit indicates whether acknowledgement is expected for this packet. i.e. Whether acknowledgement has to be sent by destination. 
· 5th  - 8th Bit indicates mapped address(or port number) of SCS/AS which can be used by SCEF to know which SCS/AS the data packet to be routed.  
Note: It is under SA2 considerations for Port size and routing mechanisms between UE and SCS/AS. 
 The protocol operation:
1. Source shall send the Data Frame and wait for its acknowledgement to send the next Data Frame on the same Port. 

2. This stop and wait mechanism is per port. i.e. Only for application for which acknowledgement is not received the next packet is not sent. Other applications which are working on different port can still continue to send or receive data. 
3. Delay of any MO packet on a port have no impact on MT packet. 

4. Exception Data packet can be sent even though source is waiting for ack of Normal data frame on a given port. 

Disadvantage of Stop and Wait Protocol:

If multiple packets of data needs to be transferred per port [SCS/AS identifier] then it may be delayed. 

Source company opinion:

1. The delay will not happen for all the applications. Only for application for which ACK is not received there next packet is not sent. Other applications which are working on different port still continue with their operations. 

2. The C-IOT protocol was designed assuming small data packets which will be infrequent in nature (Please refer to Annex A). Thus while for idle to connected mode transition in most of the cases it is expected that only one packet will be available per port for UE to send. Thus we don’t see an issue of delay for most of the traffic.

3. Even if reliable communication layer pumps data to lower layers. The EMM has the capability of processing only in sequential way for first 2 packets of data. i.e. CPSR is sent and only when Service Accept is received next ESM DATA TRANSPORT message is sent to network. 

4. Most important question is how much delay? If it is NB-S1 Mode then it’s OK to have small delay because such packets are not expected to be transferred with high speed and for other RAT’s we have an experience with SMS module and can be assured that delay will be negligible. 
Advantages of Stop and Wait Protocol:

1. The header size is minimal. Please note the data frame header size will be used by each packet of data processed thus this has to be kept as minimal as possible.SA2 had a requirement to keep minimal header size please refer to Annex A. 

2. It has to be noted that even the acknowledgement packet will be forced to have bigger header size. Now just consider a data packet of size 0 but with bigger header Size.

3. Simplifies the implementation. i.e. No need to maintain sequence numbers. Further sliding window negotiation, reset procedures for resetting the sequence number etc can be avoided. 

4. Latency requirement and traffic models of C-IOT matches well with stop and wait protocol. i.e Expected data model is of type low frequency with small amount of data which are further to some extent delay tolerant too.[Please refer to Annex A] but requires to have small header overhead.
5. Experience with existing protocol like SMS which uses Stop/Wait mechanism and we have not observed delay related issues.  

Way Forward:
We propose CT1 to discuss the pros and cons associated with both Sliding window protocol and Stop n Wait protocol and appropriately come to conclusion about which protocol should be used for Data Frame. Source Company intends to bring CRs to next meeting if Stop n Wait protocol is preferred way forward in CT1.  
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4.2
Architectural assumptions for Cellular IoT system

Following assumptions as listed in TR 45.820 [4] apply:

-
The user plane data rate requirements of CIoT on the core network are very low compared to that of an LTE Core Network. Please see clause 4.3 for Traffic Models for CIoT.

-
Control plane efficiency is important for the CIoT system. Even with low data rate due to large number of devices will result in high number of establishing and releasing an RRC connection.

-
Applications expected to be supported on CIoT are generally expected to be delay tolerant. For certain application requiring strict delay profile, max delay of 10 sec is considered.
-
Support for Inter-RAT mobility and Intra-RAT network controlled handover are not required.

-
Support for CS services is not required.

4.3
Traffic Models for Cellular IoT

	Category
	Application example
	UL Data Size
	DL Data Size
	Frequency

	Mobile Autonomous Reporting (MAR) exception reports
	smoke alarm detectors, power failure notifications from smart meters, tamper notifications etc.
	20 bytes
	0

ACK payload size is assumed to be 0 bytes
	Every few months;

Every year

	Mobile Autonomous Reporting (MAR) periodic reports
	smart utility (gas/water/electric) metering reports, smart agriculture, smart environment etc.
	20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes.
	50% of UL data size

ACK payload size is assumed to be 0 bytes
	1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%)

	Network Command
	Switch on/off, device trigger to send uplink report, request for meter reading 
	0 - 20 bytes

50% of cases require UL response. 
	20 bytes
	1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%)

	Software update/reconfiguration model
	Software patches/updates
	200 bytes with a cut off of 2000 bytes i.e. payload higher than 2000 bytes are assumed to be 2000 bytes.
	200 bytes with a cut off of 2000 bytes i.e. payload higher than 2000 bytes are assumed to be 2000 bytes.
	180 days


SA2 LS (C1-170303):
SA2 would like to point out that overhead associated with the header size of the protocol should be kept to a minimum in consideration of the fact that the UE may be an NB-IoT UE and may be in enhanced coverage mode. 

