- 3 -

5D/TEMP/345-E


	Radiocommunication Study Groups
	[image: image1.png]




	18th Meeting of Working Party 5D
Ho Chi Minh City, Viet Nam, 12-19 February 2014
	

	
	

	Attachment 5.7 to Document 5D/615

(Source: 
Document 5D/TEMP/345)
	

	
	17 February 2014

	
	English only

	Working Party 5D

	Draft Outline for WORKING DOCUMENT TOWARDS A
preliminary draft new Report ITU-R M.[IMT.ARCH]

	Architecture and Topology of IMT Networks


1
Introduction

This document offers an overview of the architecture and topology of IMT networks and a perspective on the dimensioning of the respective transport requirements in these topologies. This document covers different architectural aspects in a general level of detail. 
2
Scope

Describes the architecture, topology, and transport requirements of IMT networks 
3
Related Documents [or References]


(Question ITU-R 247/5)
[1]
3GPP TS 23.401 “General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access”, Release 11, V11.9.0; March 2014

[2]
3GPP TS 36.300 “Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Overall description; Stage 2”, Release 11, V11.9.0, March 2014

[3]
3GPP TS 25.401 “UTRAN overall description”, Release 11, V11.1.0, December 2012
[4]
3GPP TS 23.060 “General Packet Radio Service (GPRS); Service description; Stage 2”, Release 11, V11.9.0, March 2014
4
Basic Elements of an IMT System

(The basic network entities of an IMT System are described in this chapter)
4.1
Evolved Packet System (EPS)
4.1.1
Introduction

This section describes the basic elements and logical architecture of the Evolved Packet System (EPS) 3GPP TS 23.401 [1].
The Evolved 3GPP Packet Switched Domain provides IP connectivity and comprises of the Evolved Packet Core (EPC) and the Evolved Universal Terrestrial Radio Access Network (E-UTRAN) 3GPP TS 36.300 [2].
The Universal Terrestrial Radio Access Network (UTRAN) 3GPP TS 25.401 [3] and details of the possible Core Network topologies for UTRAN can be found in 3GPP TS 23.060 [4] (Figure 2 and Figure 2a).
It must be noted that 3GPP defines a logical architecture of the network – the physical network topology is not in the scope of 3GPP and may be different in different network deployments. 
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Figure 4-1: Non-roaming architecture for 3GPP accesses
4.1.2
Core Network - EPC
The Evolved Packet Core (EPC) comprises several network elements which are listed in the following with a brief summary of their functions.
4.1.2.1
MME
MME functions include:
-
NAS signalling;

-
NAS signalling security;

-
Inter CN node signalling for mobility between 3GPP access networks (terminating S3);

-
UE Reachability in ECM-IDLE state (including control and execution of paging retransmission);

-
Tracking Area list management;

-
Mapping from UE location (e.g. TAI) to time zone, and signalling a UE time zone change associated with mobility;
-
PDN GW and Serving GW selection;

-
MME selection for handovers with MME change;

-
SGSN selection for handovers to 2G or 3G 3GPP access networks;

-
Roaming (S6a towards home HSS);

-
Authentication;

-
Authorization;

-
Bearer management functions including dedicated bearer establishment;

-
Lawful Interception of signalling traffic;

-
Warning message transfer function (including selection of appropriate eNodeB);

-
UE Reachability procedures;

-
Support Relaying function (RN Attach/Detach).
NOTE:
The Serving GW and the MME may be implemented in one physical node or separated physical nodes.
4.1.2.2
Gateway

4.1.2.2.1
General

Two logical Gateways exist - the Serving GW (S GW) and the PDN GW (P GW). They may be implemented in one physical node or separated physical nodes.

4.1.1.2.2
Serving GW

The Serving GW is the gateway which terminates the interface towards E-UTRAN. For each UE associated with the EPS, at a given point of time, there is a single Serving GW.

The functions of the Serving GW, for both the GTP-based and the PMIP-based S5/S8, include:
-
the local Mobility Anchor point for inter-eNodeB handover;

-
sending of one or more "end marker" to the source eNodeB, source SGSN or source RNC immediately after switching the path during inter-eNodeB and inter-RAT handover, especially to assist the reordering function in eNodeB;
-
Mobility anchoring for inter-3GPP mobility (terminating S4 and relaying the traffic between 2G/3G system and PDN GW);

-
ECM-IDLE mode downlink packet buffering and initiation of network triggered service request procedure;

-
Lawful Interception;

-
Packet routing and forwarding;

-
Transport level packet marking in the uplink and the downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
Accounting for inter-operator charging. For GTP-based S5/S8, the Serving GW generates accounting data per UE and bearer;

-
Interfacing OFCS according to charging principles and through reference points specified in 3GPP TS 32.240.

Additional Serving GW functions for the PMIP-based S5/S8 are captured in 3GPP TS 23.402.

Connectivity to a GGSN is not supported.
4.1.2.2.3
PDN GW
The PDN GW is the gateway which terminates the SGi interface towards the PDN. If a UE is accessing multiple PDNs, there may be more than one PDN GW for that UE, however a mix of S5/S8 connectivity and Gn/Gp connectivity is not supported for that UE simultaneously.

PDN GW functions include for both the GTP-based and the PMIP-based S5/S8:

-
Per-user based packet filtering (by e.g. deep packet inspection);

-
Lawful Interception;

-
UE IP address allocation;

-
Transport level packet marking in the uplink and downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
Accounting for inter-operator charging;

-
UL and DL service level charging as defined in 3GPP TS 23.203 (e.g. based on SDFs defined by the PCRF, or based on deep packet inspection defined by local policy);

-
Interfacing OFCS through according to charging principles and through reference points specified in 3GPP TS 32.240;
-
UL and DL service level gating control as defined in 3GPP TS 23.203;

-
UL and DL service level rate enforcement as defined in 3GPP TS 23.203 (e.g. by rate policing/shaping per SDF);

-
UL and DL rate enforcement based on APN-AMBR (e.g. by rate policing/shaping per aggregate of traffic of all SDFs of the same APN that are associated with Non-GBR QCIs);

-
DL rate enforcement based on the accumulated MBRs of the aggregate of SDFs with the same GBR QCI (e.g. by rate policing/shaping);

-
DHCPv4 (server and client) and DHCPv6 (client and server) functions;

-
The network does not support PPP bearer type in this version of the specification. Pre-Release 8 PPP functionality of a GGSN may be implemented in the PDN GW;

-
packet screening.

Additionally the PDN GW includes the following functions for the GTP-based S5/S8:

-
UL and DL bearer binding as defined in 3GPP TS 23.203;

-
UL bearer binding verification as defined in 3GPP TS 23.203;

-
Functionality as defined in IETF RFC 4861;

-
Accounting per UE and bearer.

The P GW provides PDN connectivity to both GERAN/UTRAN only UEs and E UTRAN capable UEs using any of E UTRAN, GERAN or UTRAN. The P GW provides PDN connectivity to E UTRAN capable UEs using E UTRAN only over the S5/S8 interface.

4.1.2.3
SGSN

In addition to the functions described in 3GPP TS 23.060 [4], SGSN functions include:

-
Inter EPC node signalling for mobility between 2G/3G and E-UTRAN 3GPP access networks;

-
PDN and Serving GW selection: the selection of S GW/P GW by the SGSN is as specified for the MME;

-
Handling UE Time Zone as specified for the MME;

-
MME selection for handovers to E-UTRAN 3GPP access network.

4.1.2.4
PCRF

The PCRF is the policy and charging control element. PCRF functions are described in more detail in 3GPP TS 23.203. In non-roaming scenario, there is only a single PCRF in the HPLMN associated with one UE's IP-CAN session. The PCRF terminates the Rx interface and the Gx interface.
4.1.3
Access Network  – E-UTRAN
The Evolved Universal Terrestrial Radio Access Network (E-UTRAN) 3GPP TS 36.300 [2] consists of eNBs, providing the E-UTRA user plane (PDCP/RLC/MAC/PHY) and control plane (RRC) protocol terminations towards the UE. The eNBs are interconnected with each other by means of the X2 interface. The eNBs are also connected by means of the S1 interface to the EPC (Evolved Packet Core), more specifically to the MME (Mobility Management Entity) by means of the S1-MME interface and to the Serving Gateway (S-GW) by means of the S1-U interface. The S1 interface supports a many-to-many relation between MMEs / Serving Gateways and eNBs.

The E-UTRAN architecture is illustrated in Figure 4-2 below.
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Figure 4-2: Overall Architecture
The eNB hosts the following functions: 

-
Functions for Radio Resource Management: Radio Bearer Control, Radio Admission Control, Connection Mobility Control, Dynamic allocation of resources to UEs in both uplink and downlink (scheduling);

-
IP header compression and encryption of user data stream;

-
Selection of an MME at UE attachment when no routing to an MME can be determined from the information provided by the UE;

-
Routing of User Plane data towards Serving Gateway;

-
Scheduling and transmission of paging messages (originated from the MME);

-
Scheduling and transmission of broadcast information (originated from the MME or O&M);

-
Measurement and measurement reporting configuration for mobility and scheduling;

-
Scheduling and transmission of PWS (which includes ETWS and CMAS) messages (originated from the MME);

-
CSG handling;

-
Transport level packet marking in the uplink.

A stage-2 level description of the E-UTRAN can be found in 3GPP TS 36.300 [2]


4.1.4
Access Network - UTRAN
The Universal Terrestrial Radio Access Network (UTRAN) 3GPP TS 25.401 [3] consists of a set of Radio Network Subsystems (RNS) connected to the Core Network through the Iu interface. An RNS consists of a Radio Network Controller (RNC) and one or more NodeBs connected to the RNC through the Iub interface.

A Node B can support FDD mode, TDD mode or dual-mode operation. 

Inside the UTRAN, the RNCs of the Radio Network Subsystems can be interconnected together through the Iur. Iu(s) and Iur are logical interfaces. Iur can be conveyed over direct physical connection between RNCs or virtual networks using any suitable transport network.

The UTRAN architecture is shown in figure 4-3.
Details of the possible Core Network topologies for UTRAN can be found in 3GPP TS 23.060 [4] (Figure 2 and Figure 2a).
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Figure 4-3: UTRAN Architecture
5
Configuration of an IMT System

(The basic configurations of an IMT System are described in this chapter) 
5.1
Potential future network topology and architecture 

[Editor's note] This section describes the future potential topology and architecture, from which we can see the potential backhaul solutions. 

6
Transport requirements of IMT networks
6.1
Key features of transport solutions

[Editor's note] This section describes the key features of the topology and architecture of future network, especially the backhaul, e.g. compatibility, flexibility, rapid deployment, QoS of multiple applications, and higher network energy efficiency which is to meet the gap described in section 2. 

6.1.1 
Performance (i.e. Availability levels, Bandwidth, Bit Error Rate, Latency, Throughput, etc.)

6.1.2 
Reliability

6.1.3
Compatibility with existing transport
6.1.4
Flexibility

[Editor's note] Transport technology provides flexible resource allocation based on timely traffic variation, which will provide higher efficiency and lower cost and shorter deployment period.

6.1.5
Fast deployment

[Editor's note] Transport technology provides fast deployment at emergency cases.

6.1.6
QoSs of multiple applications

[Editor's note] Transport technology provides QoSs insurance under multiple applications and mobility environment.

6.1.6
Higher network energy efficiency.

[Editor's note] Transport technology improve the higher energy efficiency.

7
Transport requirements

[Editor’s note] Based on the discussion above, this section is to conclude on the backhaul requirements of IMT services. 
7.1
Amount of traffic we expect

7.2
How it distribute across various transport mechanisms

8
Challenges of future network topology and network
8.1
Characteristics of future network

[Editor’s note] This section describes the key characteristics of future network, e.g., the dramatic capacity requirement, un-uniform and fast-varying traffic load but with uniform user experience, and quite diverse applications and QoSs.

8.2
Future  impact of Cloud

8.3
Challenges to reach the future

[Editor's note] This section describes the gap between the existing topology, architecture and backhaul technologies with the future network requirements. 

9
Conclusion 
This section draws the main conclusions on topology and architecture of future network and the backhaul requirements. 

10
Terminology, abbreviations

ANNEXES AND APPENDICES…
________________
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