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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document defines the Stage 2 description for the Local Call Local Switch feature.  Local Call Local Switch may be implemented in both BICC based CS core networks as defined in 3GPP TS 23.205 [2] and SIP-I based CS core networks as defined in 3GPP TS 23.231 [3], with a GSM/EDGE Radio Access Network supporting either TDM based or IP based A interface.

This stage 2 shall cover the information flows between the GMSC server, MSC server and media gateways that are required to support Local Call Local Switching highlighting the specific requirements in addition to those defined for BICC based CS core networks 3GPP TS 23.205 [2] and SIP-I based CS core networks 3GPP TS 23.231 [3]. Note that nothing in the present document shall preclude an implementation of a combined MSC Server and MGW. The present document shall show the CS core network termination of the A interface, and the information flows between the BSS and the MSC server, in order to cover the information flow stimulus to the core network and describe the interaction with the supplementary and value added services and capabilities.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 23.205: "Bearer-independent circuit-switched core network; Stage 2".

[3]
3GPP TS 23.231: "SIP-I based Circuit Switched Core Network; Stage 2".

[4]
3GPP TS 23.153: "Out of band transcoder control; Stage 2".

[5]
ITU-T Recommendation Q.1902.3 (07/2001): "Bearer independent call control (Capability set 2) and Signalling System No.7 ISDN User part: Formats and Codes".

[6]
3GPP TS 29.205: "Application of Q.1900 series to bearer-independent Circuit Switched (CS) core network architecture; Stage 3".

[7]
3GPP TS 48.008: "Mobile Switching Centre - Base Station system (MSC-BSS) interface; Layer 3 specification".

[8]
3GPP TS 23.002: "Network architecture".
[9]
3GPP TS 23.009: "Handover procedures".

[10]
3GPP TS 29.231: "Application of SIP-I Protocols to Circuit Switched (CS) core network architecture; Stage 3".

[11]
3GPP TS 29.232: "Media Gateway Controller (MGC) - Media Gateway (MGW) interface; Stage 3".
3
Definitions, symbols and abbreviations

Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AoIP
A over IP, using IP as the bearer of the user plane of A interface
AoTDM
A over TDM, using TDM as the bearer of the user plane of A interface

APM
Application Transport Mechanism

COT
Continuity message

GCR
Global Call Reference

LCLS
Local Call Local Switch

OoBTC
Out of Band Transcoder Control
4
Main Concepts
4.1
General

Local Call Local Switch provides the capability for the user plane to be locally switched (e.g. voice data in user plane is not backhauled to the CS core network) for calls that are generated and terminated by users that are served by the same BSS. The result is saving on transmission resource of the Abis and or/A interface.

Local Call Local Switch shall only be considered for a CS voice call and is transparent to the end user.

Figure 4.1.1 shows an example of Local Call Local Switching. It highlights only the main nodes and interfaces and differentiates between "originating" nodes and interfaces (oUE, oBTS, oMSC, oMGW, oAbis, oA) and "terminating" nodes and interfaces (tMSC, tMGW, tBTS, tUE, tAbis, tA). It also includes an Intermediate MSC server and MGW (iMSC, iMGW), which may be a (G)MSC server or other intermediate CN control node and its MGW.
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Figure 4.1.1: Example of Local Call Local Switching

The "active" User Plane path is shown with a thick, solid blue line for the case that Local Switching is provided between two BTS's, while the "inactive" User Plane path, i.e. the two Abis-links, the two A-links and the links within the Core Network are not carrying traffic and are therefore marked with thin, dotted blue lines. The Control Plane paths are shown in solid red lines.

Local Call Local Switch is attempted to be instantiated during call establishment.  During this phase, negotiation for support of LCLS is performed within the Core Network and requests to correlate and connect the call legs are made to the BSS when LCLS is successfully negotiated. Interaction with existing supplementary services, lawful intercept and handover/relocation are supported. Dependent on the scenario this may require a break of an existing locally switched call where the voice data on user plane shall be routed via the core network, or a (re)establishment of a locally switched call where the voice data on user plane shall be locally switched in the BSS.

Local Call Local Switch may be supported on both TDM based A interface (AoTDM) and IP based A interface (AoIP).

Local Call Local Switch may be implemented on both a BICC based CS core network and a SIP-I based CS core network and therefore the main concepts that are defined within 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3] respectively, also apply to Local Call Local Switch.

The MSC server is in charge of call control, supplementary services, lawful interception and gives permission (or denies) as to whether local switching may be applied. When the MSC server has granted the permission to apply LCLS, the BSC makes the final operation decision whether to establish LCLS (dependent on alignment of codecs, BTS's supporting local switching, resource available, status of its BTS's, the state of its radio legs).

4.2
LCLS Negotiation
LCLS negotiation is required within the Core Network in order to determine if all of the MSC servers and intermediate nodes, including GMSC servers, in the call control path allow the support of the LCLS functionality.  LCLS negotiation may result in LCLS not being permitted for the following reasons:

-
An MSC server node or intermediate node, including GMSC server node, has not been upgraded to support the LCLS functionality.

-
It is prevented due to specific interactions e.g. Supplementary Services, Lawful Intercept, operator determined restriction of LCLS, etc.

Additionally the LCLS negotiation may result in local call local switch being permitted but with certain configurations for user plane connectivity to the BSS depending on the network requirements, for example periodic signalling of pre-paid tones.

The LCLS Negotiation Information Element is explicitly signalled on the Nc Interface during Call Establishment and Handover procedures. See clause 6 and clause 8 respectively for related call flows.  Dependent on the support of LCLS, the MSC servers and intermediate nodes, including GMSC server, may remove the LCLS Negotiation IE from further signalling on the Nc interface (e.g. if node does not support LCLS) or modify the contents of LCLS Negotiation IE (e.g. if LCLS is not allowed for the subscriber or if bicasting is required).

The following properties are signalled in the LCLS Negotiation Information Element for "LCLS Allowed" to allow each node to indicate what level of user data connection it requires:

-
Need_Receive_Forward = No/Yes; this indicates if the node needs to receive UL data from the originating UE.

-
Need_Receive_Backward = No/Yes; this indicates if the node needs to receive UL data from the terminating UE.

-
Need_Send_Forward = No/Yes; this indicates if the node needs to insert user data toward the terminating UE.

-
Need_Send_Backward = No/Yes; this indicates if the node needs to insert user data toward the originating UE

The default setting is "No" meaning that no CN user data requirement exists. If a node receives any of the parameters set to "Yes" it shall not change them; it may however change any parameter to "Yes". The parameters shall not be modified when sent in the response to an incoming LCLS-Negotiation IE request. 

Additionally the LCLS Negotiation shall include the value "LCLS-Not-Allowed" to explicitly indicate no support for LCLS. 

Editor's Note:

Since there is no LCLS configuration IE setting to allow UL bicasting and DL send access simultaneously currently described then the procedures utilizing these mechanisms need to preclude this configuration. It is assumed that this configuration is not allowed.

4.3
LCLS Call Leg Correlation

4.3.1
General

LCLS call leg correlation is required in order to allow the BSS to identify that two call legs that are part of the same call are within the same BSS, and therefore can be correlated together to be a candidate for Local Call Local Switching.

The originating MSC server shall generate a Global Call Reference (GCR) Information Element which is a globally unique call identifier for the duration of the call and needs to be sent to all nodes in the routing path. The Global Call Reference is further detailed within clause 11.
The originating MSC server and the terminating MSC server shall include the GCR information Element in the ASSIGNMENT REQUEST, HANDOVER REQUEST and INTERNAL HANDOVER COMMAND message.

See Clause 6 for the detailed descriptions and related call flows for the call establishment procedures.

The GCR may additionally be signalled within the core network for supplementary service interaction with LCLS and Inter-MSC Handover, this is further detailed in Clause 13 and Clause 8 respectively.
On receipt of a GCR Information Element, if the BSS supports LCLS, the BSS shall store the GCR until the call is released or handed over to another BSS.

NOTE:
the inclusion of the LCLS-BSS-Status IE in the response indicates to the MSC server that the BSS supports LCLS.

If the GCR and LCLS-Configuration Information Elements are included in the ASSIGNMENT REQUEST message, without the LCLS-Correlation-Not-Needed Information Element (see optional Intra-Network Detection, Sub-clause 4.3.2 and optional Intra-BSS Call Detection, Sub-clause 4.3.3), the BSS shall perform call leg correlation and send the LCLS-BSS-Status Information Element with the correct value within the ASSIGNMENT COMPLETE message. 

If the GCR and LCLS-Configuration Information Elements are included in the HANDOVER REQUEST or the INTERNAL HANDOVER COMMAND messages, the BSS shall perform call leg correlation and send the LCLS-BSS-Status Information Element with the correct value within the HANDOVER COMPLETE messages.

If the GCR, LCLS-Configuration and LCLS-Correlation-Not-Needed Information Elements are included (see optional Intra-Network Call Detection, Sub-clause 4.3.2 and optional Intra-BSS Call Detection, Sub-clause 4.3.3) in the ASSIGNMENT REQUEST message, the BSS shall either:

-
not perform any call leg correlation, but only store the GCR and send the LCLS-BSS-Status Information Element with the value "Call Not Possible to be Locally Switched" within the ASSIGNMENT COMPLETE message;

or

-
ignore the LCLS-Correlation-Not-Needed  Information Element, store the GCR and perform call leg correlation, and send the LCLS-BSS-Status Information Element with the correct value within the ASSIGNMENT COMPLETE message.
4.3.2
Optional Intra-Network Call Detection
4.3.2.1
General

As an option during call establishment, the tMSC server or the tBSS may utilise the Network ID within the Global Call Reference in order to determine whether the call is an intra-network call (e.g. compare the Network ID within the GCR with the Network ID of the tMSC server).  

4.3.2.2
Intra-Network Call Detection within the tMSC server

4.3.2.2.1
tMSC server

The terminating MSC-Server may perform an intra-network call detection as follows:

-
if the Network ID in the GCR is the same as the Network ID of the terminating MSC-Server it means that the call is an intra-network call and the terminating MSC-Server shall proceed as for the case if no Intra-Network Call Detection is performed i.e. including the GCR and LCLS-Configuration Information Elements, but not including the LCLS-Correlation-Not-Needed Information Element, within the ASSIGNMENT REQUEST message.

-
if the Network ID in the GCR is different from the Network ID of the terminating MSC-Server it means that the call is not an intra-network call and the terminating MSC-Server shall include GCR, LCLS-Configuration, and LCLS-Correlation-Not-Needed Information Elements within the ASSIGNMENT REQUEST message.

4.3.2.2.2
tBSS

If the tBSS wishes to avoid a full GCR correlation and it receives the LCLS-Correlation-Not-Needed Information Element in the ASSIGNMENT REQUEST message, it shall not perform call leg correlation and only store the GCR for the assigned call leg and send the LCLS-BSS-Status Information Element with the value "Call Not Possible to be Locally Switched" within the ASSIGNMENT COMPLETE message.

Otherwise the tBSS shall proceed as defined within sub-clause 4.3.1.

4.3.2.3
Intra-Network Call Detection within the tBSS

When receiving a GCR Information Element the tBSS may perform intra-network call detection as follows:

-
if the Network ID in the GCR is the same as the Network ID of the terminating BSS it means that the call is an intra-network call and the terminating BSS shall perform call leg correlation.

-
if the Network ID in the GCR is different from the Network ID of the terminating BSS it means that the call is not an intra-network call and the terminating BSS shall only store the GCR for the assigned call leg and does not need to perform call leg correlation.

The tBSS shall indicate the resulting outcome to the tMSC server in the LCLS-BSS-Status Information Element within the Assignment Complete.

4.3.3
Optional Intra-BSS Call Detection

4.3.3.1
General

As an option during call establishment, the tMSC server or tBSS may utilize the oBSS Node ID within the Call Reference ID of the GCR, in order to determine whether the call is an intra-BSS call (e.g. compare the oBSS Node ID with the tBSS Node ID). 

NOTE:
After the oMSC server has generated the GCR IE, an Inter-BSS handover may occur at the originating side, therefore the encapsulated BSS ID is no longer the same as the BSS ID of the new Target BSS (see also sub-clause 8.4.1.1). Due to that, the result of the "BSS ID Pre-Check" procedure may be incorrect leading to "LCLS-Correlation-Not-Needed" indication being sent to the tBSS whilst the new target BSS could in fact be the same as the tBSS. If the tBSS does not perform the correlation of the GCR then the information in the Assignment Complete message may also be inaccurate (the LCLS-BSS-Status IE may indicate "call not possible to be locally switched" instead of "call not yet locally switched"). If the tMSC server indicates "LCLS-Correlation-Not-Needed" and the Inter-BSS handover has occurred at the oUE into the same BSS as the tUE but after signalling the GCR IE and the tBSS does perform full GCR correlation then the LCLS-BSS-Status will indicate accurately that the call can be locally switched. 

4.3.3.2
Intra-BSS Call Detection within the tMSC server

4.3.3.2.1
tMSC server

The terminating MSC-Server performs intra-BSS call detection as follows:

-
if the oBSS Node ID in the GCR is the same as the terminating BSS Node ID, the terminating MSC-Server shall proceed as for the case when no Intra-BSS Call Detection is performed i.e. including the GCR and LCLS-Configuration Information Elements, but not including the LCLS-Correlation-Not-Needed Information Element, in the ASSIGNMENT REQUEST message (if LCLS is otherwise allowed from CN point of view).

-
if the oBSS Node ID in the GCR is different from the terminating BSS Node ID, the terminating MSC-Server shall include the GCR, LCLS-Configuration, and LCLS-Correlation-Not-Needed Information Elements within the ASSIGNMENT REQUEST message.

4.3.3.2.2
tBSS

If the tBSS wishes to avoid a full GCR correlation and it receives the LCLS-Correlation-Not-Needed Information Element in the ASSIGNMENT REQUEST message, it shall not perform call leg correlation and only store the GCR for the assigned call leg and send the LCLS-BSS-Status Information Element with the value "Call Not Possible to be Locally Switched" within the ASSIGNMENT COMPLETE message.

Otherwise the tBSS shall proceed as defined within sub-clause 4.3.1.

4.3.3.3
Intra-BSS Call Detection within the tBSS

When receiving a GCR Information Element the tBSS may perform intra-BSS call detection as follows:

-
if the oBSS Node ID in the GCR is the same as the BSS Node ID of the terminating BSS the terminating BSS shall perform call leg correlation.

-
if the oBSS Node ID in the GCR is different from the BSS Node ID of the terminating BSS the terminating BSS shall only store the GCR for the assigned call leg and does not need to perform call leg correlation.

The tBSS shall indicate the resulting outcome to the tMSC server in the LCLS-BSS-Status Information Element within the Assignment Complete.

4.4
LCLS Connection Control
LCLS connection control enables the Core Network to indicate to the BSS when the call is requested to be locally switched within the BSS or not.  LCLS connection control is explicitly signalled on the A interface during Call Establishment Handover and LCLS Break/(Re)Establishment using the LCLS_CONNECT_CONTROL message .  

Within the LCLS_CONNECT_CONTROL message, the LCLS-Connection-Status-Control Information Element shall indicate whether the BSS is requested to establish local switching, not establish local switching, or release an already established locally switched call. LCLS through-connection is established when the BSS receives, on both call legs, the LCLS-Connection-Status-Control IE set to allow and request LCLS to be established. 

The detailed call flows and procedures for signalling of the LCLS-Connection-Status-Control IE during Call Establishment, LCLS Break/(Re)Establishment, and Handover are defined in clauses 6, 7, and 8 respectively.

The LCLS_CONNECT_CONTROL message and the usage of the LCLS-Connection-Status-Control IE are further detailed in subclause 16.3.

4.5
LCLS Status Reporting

4.5.1
LCLS BSS Status between BSS and Core Network

LCLS BSS status is required between the BSS and the Core Network in order to keep the originating MSC server and the terminating MSC server updated of the LCLS status in the respective BSS.  

The LCLS BSS Status Information Element is used to indicate whether the call is locally switched, the call is not yet locally switched, the call is not possible to be locally switched, and the call is no longer locally switched. The inclusion of the LCLS BSS Status Information Element in responses to the MSC server indicates support of LCLS feature by the BSS. The usage of the LCLS BSS Status Information Element is further detailed in subclause 16.3.

The LCLS BSS Status IE is explicitly signalled on the A interface during Call Establishment, LCLS Break/(Re)Establish LCLS, and Handover procedures.  See clauses 6, 7 and 8 respectively.  

The LCLS BSS Status IE is also signalled explicitly in the LCLS_NOTIFICATION message on the A interface, triggered by the BSS to notify the core network of any LCLS status changes in the BSS, e.g. BSS Initiated LCLS Break.  The LCLS_NOTIFICATION message is further detailed in subclause 16.3.

Editor's Note:
 the individual LCLS-BSS Status cause values should be listed here in bullets,

4.5.2
LCLS Status within the Core Network

LCLS status is required within the Core network in order to update all of the (G)MSC server and intermediate nodes in the call control path of the LCLS status of the call.

LCLS Status Information Element is explicitly signalled on the Nc interface during Call Establishment, LCLS Break/(Re)Establish, and Handover procedures when the LCLS status changes from before and after handover.  See clauses 6, 7, and 8 respectively.  It is used to indicate whether the call is LCLS connected, the call is not LCLS connected, or the call is LCLS feasible but not yet connected or if the LCLS call is to be broken. The MSC Servers shall only generate or forward the LCLS Status IE through the CN if there is a change to the current CN status (i.e. there is not a one to one mapping of the LCLS-BSS Status and the LCLS Status in the CN). The usage of the LCLS Status IE is further detailed in subclause 16.1.

The LCLS Status IE is explicitly signalling in the LCLS_STATUS_UPDATE message on the Nc interface, triggered by (G)MSC servers, and used to notify Core Network nodes of the LCLS connection status of the call, e.g. LCLS status during call establishment, Network initiated LCLS Break, etc. The LCLS_STATUS_UPDATE message is further detailed in subclause 16.1.

4.6
User Plane when LCLS is Active

4.6.1
General

When LCLS has been established for a call, the voice data on the user plane is locally switched within the BSS. Normal call control procedures related to the user plane within the core networks shall be applied, i.e. the bearer shall be established and through-connected as detailed within the procedures in 3GPP TS 23.205 [2] for a BICC based CS core network and in 3GPP TS 23.231 [3] for a SIP-I based CS core network.

When the call is locally switched the core network shall assume that no user plane data will be received from the BSS for the duration of the locally switched call. 

When user plane data is required to be inserted by the core network, e.g. supplementary services, unless previously negotiated via the LCLS-Negotiation IE (see sub-clause 4.2) an LCLS Break procedure shall precede the insertion of user plane data.

NOTE:
During Handover procedures and LCLS Break procedures, the BSS may start to send the user plane data to the core network before all nodes in the routing path have updated their related LCLS status, see clauses 7 and 8.

4.6.2
LCLS Configuration

LCLS configuration is required in order to allow the Core Network to indicate to the BSS the LCLS connection preference.

The LCLS Configuration Information Element is explicitly signalled on the A interface on a per call leg basis during Call Establishment and Handover procedures.  See clauses 6 and 8 respectively.  It is used to indicate if the local call shall be:-

-
connected both-way in the BSS 

-
connected both-way in the BSS and bi-casted UL to the Core Network

-
connected both-way in the BSS and send access DL from the Core Network

If the BSS does not support a certain configuration this shall be indicated in the LCLS-BSS-Status. 

NOTE:
If a certain LCLS Configuration is requested and the BSS does support this configuration then the MSC-Servers will receive this indication in the LCLS-BSS Status and therefore not trigger LCLS connection at answer.

The usage of the LCLS Configuration IE is further detailed in subclause 16.3.
5
General Circuit Switched Core Network Domain Architecture

LCLS does not require any modifications to the basic reference architecture. The General CS core network domain architecture is specified in 3GPP TS 23.205 [a].  Network Architecture for CS Core Network Nodes and GSM/EDGE Radio Access Networks is specified in 3GPP TS 23.002 [b]. 

NOTE:
LCLS does introduce a number of conceptual changes as described in sub-clause 4.1.

6
Call Establishment

6.1
Basic Mobile Originating Call
6.1.1
Basic Mobile Originating Call with BICC based CS core network

6.1.1.1
General

The basic mobile originating call shall be established in accordance with 3GPP TS 23.205 [2].The following sub-clauses describe the additional requirements related to the LCLS functionality.

6.1.1.2
Initial Addressing

If the oMSC server supports the LCLS feature it shall generate a Global Call Reference (GCR) IE with the encapsulated originating BSS ID. The GCR IE is derived from the ITU-T Global Call Reference IE [5] and specified in detail in the clause 16 of this TS and in 3GPP TS 29.205 [6]. The oMSC server shall then include the GCR IE and LCLS-negotiation IE indicating the preferences for LCLS (e.g. if a bothway connection, bothway connection with bicasting, etc.) as defined in the clause 16 of this TS and in 3GPP TS 29.205 [6], together with the Supported Codecs List IE for OoBTC as specified in 3GPP TS 23.153 [4] in the IAM message to the succeeding call control node.

Editor's Note:

The parameter compatibility information for LCLS parameters (LCLS-Negotiation, GCR, etc.) needs to be defined. It is FFS if it will be specified in 3GPP TS 29.205 [6] or in this TS.

Editor's Note:
Is LCLS exclusively dependent on TrFO? If the two UE's select different codecs then do we assume that LCLS may still be performed but the BSS must insert TCs. Is it dependant on the type of A interface? I.e. if AoTDM then codecs selected by UE don’t matter but if AoIP then codecs selected must be fully TrFO compatible? Or is it left to the BSS – so part of the BSS's acceptance of the LCLS Assignment/connection is if it can transcode between the two call legs – so we will need a cause code from the BSS indicating that LCLS is not possible due to mismatch of codecs.

6.1.1.3
Access Bearer Assignment

On receipt of the APM from the succeeding MSC server containing the LCLS-Negotiation IE, indicating local call connection is permitted, the oMSC server shall continue with the basic call establishment but shall include the GCR IE and the LCLS-Configuration IE (which is derived from the LCLS-Negotiation IE) in the originating BSSAP Assignment Request message (see 3GPP TS 48.008 [7]). If the APM does not contain the LCLS-Negotiation IE then the oMSC server shall determine that LCLS is not supported end to end and shall continue the call establishment as described in 3GPP TS 23.205 [2].

If the originating BSS supports LCLS and receives the Assignment Request message containing the GCR IE and the LCLS-Configuration IE the originating BSS shall check if it can support the requested LCLS-Configuration and if so it shall store the GCR IE against the Assigned Call leg. Unless the BSS supports the optional "intra-Network call detection" procedure (see sub-clause 4.3.2) or optional "intra-BSS call detection" procedure (see sub-clause 4.3.3) it shall perform a correlation of the received GCR to see if another call leg has been assigned with the same GCR and report the outcome in LCLS-BSS-Status IE returned to the MSC server in the Assignment Complete message.

If the originating BSS does not support LCLS then the GCR IE and the LCLS-Configuration IE will be ignored and no LCLS-BSS-Status IE will be returned in the Assignment Complete message. The oMSC server shall continue the call establishment as for normal Non-LCLS call.

6.1.1.4
Backward LCLS Negotiation

At reception of an APM message with the LCLS-Negotiation IE the oMSC server shall check if a new value of the LCLS-Negotiation IE is different from the value previously received from the succeeding node and if so the oMSC server shall mark that the LCLS-Configuration update needs to be sent to the BSS. If the new value of LCLS-Negotiation indicates "LCLS Not Allowed" then the oMSC Server shall not proceed with further LCLS signalling.

At reception of an unsolicited APM message without LCLS Negotiation IE then the oMSC shall handle the APM but not change the LCLS-Configuration or any LCLS behaviour.

NOTE:
APM is used for other services or applications and need not include LCLS Configuration IE.

6.1.1.5
LCLS Through-Connection

If the originating BSS determines that the call is local and can be locally switched it shall not through-connect the two parties unless explicitly indicated to do so by receiving the LCLS-Connection-Status-Control IE set to "Connect" for both call legs.

When the oMSC server receives the ANM from the succeeding MSC server with the LCLS-Status IE indicating "LCLS is feasible but not yet connected" it shall send the BSSAP message LCLS-Connect-Control to the originating BSS containing the LCLS-Connection-Status-Control IE set to "Connect".
Prior to sending the LCLS-Connect-Control message the oMSC server shall check if LCLS-Configuration update is needed.  When update is needed the oMSC server shall determine the new value of the LCLS-Configuration IE based on the latest received value of the LCLS-Negotiation IE and it shall include the LCLS-Configuration IE in the LCLS-Connect-Control message.
If the BSS has received the LCLS-Connection-Status-Control IE set to "Connect" for both call legs associated to the LCLS call it shall locally switch the user plane between the two call legs and report the through-connection via the LCLS-BSS-Status IE in the LCLS-Connect-Control Acknowledge message. The CN user plane shall be kept through-connected as described in the sub-clause 4.6.

If the call is not yet locally switched when returning the LCLS-Connect-Control Acknowledge message but becomes locally switched at a later time (for example due to the LCLS-Connection-Status-Control IE requesting "Connect" at the second call leg) the BSS shall report the change in status via the LCLS-BSS-Status IE within the LCLS-Notification message as specified in 3GPP TS 48.008 [7].

NOTE:

This should not occur at the oMSC server for normal call establishment as the oMSC server should always be the last (second) node sending the LCLS-Connect-Control message to the BSS.

6.1.1.6
LCLS Status Reporting

During the LCLS call establishment and ongoing call any change to the LCLS connection status is reported by the BSS to the core network and only if it results in a change of the LCLS status in the core network, the updated LCLS status shall be signalled by the oMSC server to the succeeding nodes. See also sub-clause 4.5.

When the oMSC server receives the LCLS-Connect-Control Acknowledge message from the originating BSS with the LCLS-BSS-Status IE set to "the call is locally switched" it shall inform the succeeding MSC server with the APM message containing the LCLS Status IE set to "LCLS connected".

6.1.1.7
MGW/User plane

FFS

6.1.2
Basic Mobile Originating Call with SIP-I based CS core network

6.1.2.1
General
The basic mobile originating call shall be established in accordance with 3GPP TS 23.231 [3]. The principles using BICC protocol messages introduced in the sub-clause 6.1.1 should also apply to SIP-I signalling cases.
6.1.2.2
Initial Addressing
The oMSC server sends the initial SIP-I INVITE request for the initial addressing, with the GCR IE and LCLS-negotiation IE included within the encapsulated IAM message if the LCLS feature is supported.

6.1.2.3
Access Bearer Assignment

On receipt of the SIP-I 183 Session Progress response from the succeeding MSC server containing the LCLS-Negotiation IE included within the encapsulated APM message, the oMSC server shall continue with the basic call establishment.

6.1.2.4
Backward LCLS Negotiation

At reception of the SIP-I 183 Session Progress response with with the LCLS-Negotiation IE included within the encapsulated APM message the oMSC server shall check the value of the LCLS-Negotiation IE as specified in clause 6.1.1.4.

6.1.2.5
LCLS Through-Connection

LCLS Through-Connection procedure applied when the oMSC server receives the SIP-I 200 OK final response from the succeeding MSC server with the LCLS-Status IE included within the encapsulated ANM message.
6.1.2.6
LCLS Status Reporting

The oMSC sends the SIP-I INFO request containing the LCLS Status IE included within the encapsulated APM message to the succeeding MSC server when LCLS Status Reporting is performed.

6.1.2.7
MGW/User plane

FFS
6.2 
Basic Mobile Terminating Call

6.2.1
Basic Mobile Terminating Call with BICC based CS core network

6.2.1.1
General

The basic mobile terminating call shall be established in accordance with 3GPP TS 23.205 [2]. The following sub-clauses describe the additional requirements related to the LCLS functionality.

6.2.1.2
Actions at Intermediate Nodes (including GMSC)

6.2.1.2.1
Initial Addressing

If an intermediate node supports the LCLS feature and receives the LCLS-Negotiation IE from a preceding node in the IAM it may modify the preferences based on its own requirements, and shall then forward the resulting LCLS-Negotiation IE to the succeeding node. The rules for modifying the LCLS-Negotiation IE preferences are specified in the clause 16 of this TS and in 3GPP TS 29.205 [6].

Editor's Note:
Whether rules are needed for the modification of the LCLS-Negotiation IE by an intermediate node and if the additional values are needed may need to be considered.

If the intermediate node does not support the LCLS feature or cannot support the LCLS-Negotiation preference then it may either indicate this in the LCLS-Negotiation explicitly back to the preceding node or it may discard the LCLS-Negotiation IE.

Editor's Note:
Need to decide if we want an explicit LCLS not permitted indication in this IE…probably from a protocol point of view it is cleaner but anyway the solution must allow for discard of the IE.

6.2.1.2.2
Backward LCLS Negotiation

If the intermediate node supports the LCLS feature and has sent the GCR IE and LCLS-Negotiation IE within IAM message towards the succeeding node further action depends on the content of the received APM message.

· If the intermediate node receives the first APM without the LCLS-Negotiation IE it shall include the LCLS-Negotiation IE indicating "LCLS not allowed" into APM before forwarding the APM to the preceding node. 

· When the received APM contains the LCLS-Negotiation IE then the forwarding MSC server shall forward the received LCLS-Negotiation IE to the preceding node.

If the intermediate node has not forwarded LCLS-Negotiation IE in any APM message and receives the APM which does not include LCLS Negotiation IE then the intermediate note shall handle the APM but no LCLS changes shall be assumed.

NOTE:
APM is used for other services or applications and need not include LCLS Configuration IE.

Other information elements shall be treated as specified in 3GPP TS 23.205 [2] and in 3GPP TS 23.231 [3].

6.2.1.2.3
Through-Connection

The procedure specified in 3GPP TS 23.205 [2] shall be applied. 

6.2.1.2.4
LCLS Status Reporting within CN

If the LCLS status is received from its adjacent node, the MSC server shall update the LCLS status and shall pass on to the next node only if the LCLS status has changed. See also sub-clause 4.5.

6.2.1.2.5
MGW/User plane

FFS

6.2.1.3
Actions at Terminating Call side

6.2.1.3.1
Initial Addressing

If the tMSC server supports LCLS feature and receives the GCR IE and the LCLS-Negotiation IE it may modify the preferences based on its own requirements. The rules for modifying the LCLS-Negotiation IE preferences are specified in the clause 16 of this TS and in 3GPP TS 29.205 [6].

Editor's Note:
Whether rules are needed for the modification of the LCLS-Negotiation IE by an intermediate node and if the additional values are needed may need to be considered.

6.2.1.3.2
Backward LCLS Negotiation

If the tMSC server supports LCLS feature then it shall return the final LCLS-Negotiation IE to the preceding node in the APM.

6.2.1.3.3
Access Bearer Assignment 

When the tMSC server performs the access bearer assignment it shall include the GCR IE and the LCLS-Configuration IE (which is derived from the LCLS-Negotiation IE) in the BSSAP Assignment Request message sent to the terminating BSS (see 3GPP TS 48.008 [7]).

If the tMSC server supports the optional "intra-Network call detection" procedure and determines that the Network ID within the GCR IE is not equal to the own (tMSC) Network ID, the tMSC server shall also include the "LCLS-Correlation-Not-Needed" IE in the Assignment Request message (see sub-clause 4.3.2).

If the tMSC server supports the optional "intra-BSS call detection" procedure and determines that the BSS ID within the GCR IE is not equal to the terminating BSS ID, the tMSC server shall also include the "LCLS-Correlation-Not-Needed" IE in the Assignment Request message (see sub-clause 4.3.3).

If the terminating BSS supports LCLS and receives the Assignment Request message containing the GCR IE and the LCLS-Configuration IE, the BSS shall check if it can support the requested LCLS-Configuration and if so it shall store the GCR IE against the Assigned Call leg. Unless the BSS supports the optional "intra-Network call detection" procedure (see sub-clause 4.3.2) or optional "intra-BSS call detection" procedure (see sub-clause 4.3.3) it shall perform a correlation of the received GCR to see if another call leg has been assigned with the same GCR and report the outcome in the LCLS-BSS-Status IE returned to the tMSC server in the Assignment Complete message.

If the terminating BSS does not support LCLS then the GCR IE and the LCLS-Configuration IE will be ignored and no LCLS-BSS-Status IE will be returned in the Assignment Complete message. The tMSC server shall continue the call establishment as for normal Non-LCLS call.

6.2.1.3.4
LCLS Through-Connection

If the terminating BSS determines that the call is local and can be locally switched it shall not through-connect the two parties unless explicitly indicated to do so by receiving the LCLS-Connection-Status-Control IE set to "Connect" for both call legs.

When the tMSC server receives "answer" from the terminating UE it shall send the BSSAP message LCLS-Connect-Control containing the LCLS-Connection-Status-Control IE set to "Connect" and send the ANM message with the LCLS-Status IE indicating "LCLS is feasible but not yet connected" to the preceding MSC server.

If the BSS has received the LCLS-Connection-Status-Control IE set to "Connect" for both call legs associated to the LCLS call it shall locally switch the user plane between the two call legs and report the through-connection via LCLS-BSS-Status IE in the LCLS-Connect-Control Acknowledge message. The CN user plane shall be kept through-connected as described in the sub-clause 4.6.

If the call is not yet locally switched when returning the LCLS-Connect-Control Acknowledge message but becomes locally switched at a later time (for example due to the LCLS-Connection-Status-Control IE requesting "Connect" at the second call leg) the BSS shall report the change in status via LCLS-BSS-Status IE within the LCLS-Notification message as specified in 3GPP TS 48.008 [7].

6.2.1.3.5
LCLS Status Reporting

During the LCLS call establishment and ongoing call any change to the LCLS connection status is reported by the BSS to the core network and only if it results in a change of the LCLS status in the core network the updated LCLS status shall be signalled by the tMSC server to the preceding node. See also sub-clause 4.5.

6.2.1.3.6
MGW/User plane

FFS

6.2.2
Basic Mobile Terminating Call with SIP-I based CS core network
6.2.2.1
General

The basic mobile terminating call shall be established in accordance with 3GPP TS 23.205 [2]. The principles using BICC NNI protocol messages introduced in the sub-clause 6.2.1 should also apply to SIP-I signalling cases.
6.2.2.2
Actions at Intermediate Nodes (including GMSC)
6.2.2.2.1
Initial Addressing

If an intermediate node supports the LCLS feature and receives the LCLS-Negotiation IE included within the encapsulated IAM message from a preceding node in the SIP-I INVITE request it may modify the preferences based on its own requirements, and shall then forward the resulting LCLS-Negotiation IE included within the encapsulated IAM message to the succeeding node.

6.2.2.2.2
Backward LCLS Negotiation

Backward LCLS Negotiation procedure applied when the intermediate node receives from the succeeding node the SIP-I 183 Session Progress provisional response with the LCLS-Negotiation IE included within the encapsulated APM message.

6.2.2.2.3
Through-Connection

See sub-clause 6.2.1.2.3. 
6.2.2.2.4
LCLS Status Reporting within CN

See sub-clause 6.2.1.2.4.

6.2.2.2.5
MGW/User plane

FFS
6.2.2.3
Actions at Terminating Call side
6.2.2.3.1
Initial Addressing

See sub-clause 6.2.1.3.1.
6.2.2.3.2
Backward LCLS Negotiation

If the tMSC server supports LCLS feature then it shall return the final LCLS-Negotiation IE included within the encapsulated APM message to the preceding node in the SIP-I 183 Session Progress provisional response.

6.2.2.3.3
Access Bearer Assignment 

See sub-clause 6.2.1.3.3.
6.2.2.3.4
LCLS Through-Connection

In the SIP-I case, SIP-I 200 OK final response with the LCLS-Status IE included within the encapsulated ANM message is sent by the tMSC server to the preceding MSC server.

6.2.2.3.5
LCLS Status Reporting

See sub-clause 6.2.1.3.5.

6.2.2.3.6
MGW/User plane

FFS
6.3
Basic Mobile to Mobile End to End Call Examples
6.3.1
Basic Call Establishment Connection Model for LCLS

Figure 6.3.1.1 shows the network model for the basic call establishment for a Local Call. The oMSC server seizes one context with two bearer terminations in the oMGW. The bearer termination T1 is used for the bearer towards the oBSS and the bearer termination T2 is used for the bearer towards the iMSC selected iMGW. The iMSC server seizes one context with two bearer terminations in the iMGW. The bearer termination T6 is used for the bearer towards the tMSC server selected tMGW and the bearer termination T5 is used for the bearer towards the preceding oMGW. The tMSC server seizes one context with two bearer terminations in the tMGW. The bearer termination T3 is used for the bearer towards the iMSC selected iMGW and bearer termination T4 is used for the bearer towards the tBSS.
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Connection Model 1: After Alerting, Backward Through Connection


[image: image6.emf]oMGW

T

1

T

2

oMSC-S

tMGW

T

3

T

4

tMSC-S

tUE

oUE

Control Signalling

iMGW

T

5

T

6

iMSC-S

oC iC tC

oBSS/ 

tBSS

Non LCLS User Plane

User Plane 

Data


Connection Model 2: After answer, Call is locally switched

Figure 6.3.1.1: Basic Call Establishment Connection Model for Local Call

6.3.2
LCLS established, Basic Call Example with BICC based CS core network

Figures 6.3.2.1, 6.3.2.2 and 6.3.2.3 show the message sequence example for the basic call establishment for LCLS. In this example the oUE and the tUE belong to the same BSS (marked as oBSS and tBSS) and the CN permits LCLS. The example is based on examples from 3GPP TS 23.205 [2] for the basic mobile originating call, forward bearer establishment and the basic mobile terminating call, forward bearer establishment.

Editors Note: 

It is assumed that there are no additional LCLS issues related to the backward bearer 

establishment. If further analysis proves that this is not the case, another example call flow may be

added.  
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Figure 6.3.2.1: Basic Call Establishment Flow when call is locally switched

1.

Service Request handling.

2.

Originating Call SETUP.

3.

If the oMSC server supports LCLS it retrieves the oBSS ID and generates the Global Call Reference for the call. 
4.

The oMSC server sends the IAM message including supported codecs list, GCR with encapsulated oBSS ID, and configures the LCLS-Negotiation IE. 

5.
If the iMSC server supports LCLS it may modify the LCLS-Negotiation IE due to Lawful Interception requirements, CAMEL, supplementary service requirements etc. before sending the IAM message containing the GCR with the encapsulated oBSS ID and the LCLS-Negotiation IE.

6.
The tMSC server pages the tUE. 
7.

The tMSC server performs call Setup.

8.

The tUE confirms the call. 

9.

The tMSC server requests the tMGW to prepare for the network side bearer establishment.

10.

After the tMGW has replied with the bearer address and the binding reference the tMSC server returns the APM message with the selected codec and if LCLS is supported, the LCLS-Negotiation IE.

11a.
When the bearer information is received the iMSC server requests the seizure of the outgoing network side bearer termination.

11b.
After the outgoing side bearer termination is seized the iMSC server requests the seizure of the incoming network side bearer termination.
During the seizure of the outgoing side and the incoming side bearer termination the iMSC server will also request the iMGW to through-connect the bearer terminations so that the bearer will be bothway through-connected.

12.
The iMSC server transfers the APM message with the selected codec and the LCLS-Negotiation IE.

13a.
When the bearer information is received the oMSC server requests the seizure of the network side bearer termination.

13b.
After the network side bearer information is seized the oMSC server requests the seizure of the access side bearer termination.
During the seizure of the network side or the access side bearer termination the oMSC server will also request the oMGW to through-connect the bearer terminations so that the bearer will be backward through-connected.


[image: image8.emf]oUE oBSS oMSC tBSS tUE oMGW tMGW iMSC iMGW tMSC

15. ASSIGNMENT COMPLETE(LCLS-BSS-

Status= "call not possible to be locally switched")

14. ASSIGNMENT REQUEST(GCR, LCLS-

Configuration)

Access side 

Bearer 

Establishment

16. COT

18. Add access side termination: 

ADD request ($) / ADD reply (T4)

17. COT

20. ASSIGNMENT COMPLETE(LCLS-

BSS-Status = "call not yet locally switched")

19b. ASSIGNMENT REQUEST(GCR, 

LCLS-Configuration)

Access Side 

Bearer 

Establishment

20a.LCLS_NOTIFICATION (LCLS-BSS-

Status = "call not yet locally switched") 

22a. ACM

21. tUE reports: Alerting

22b. MOD request: 

send Ring-back tone

Ring-back Tone

23. ACM

24.oMSC reports: Alerting

Context (tC)

Context (tC)

19a. If optional Intra-Network 

call detection and/or optional 

Intra-BSS call detection

procedure/s supported 

perform check.

NOTE: For AoTDM 

step 18 is: ADD (T4).


Figure 6.3.2.2: Basic Call Establishment when call is locally switched (continuation of figure 6.3.2.1)

14.

The oMSC server determines whether LCLS is allowed in the core network based on the returned LCLS-Negotiation IE and if so the oMSC server includes the LCLS-Configuration IE in the ASSIGNMENT REQUEST message along with the GCR IE.

15.

The oBSS returns the ASSIGNMENT COMPLETE message with the LCLS-BSS-Status IE indicating "call not possible to be locally switched". 

16.

When the access assignment is completed the oMSC server sends the Continuity (COT) message to the iMSC server.

17.

The iMSC server transfers the COT message to the tMSC server.

18.

The tMSC server requests the seizure of the access side bearer termination.  If not requested during the seizure of network side bearer termination (step 9b) the tMSC server will request the tMGW to through-connect the bearer terminations so that the bearer will be backward through-connected.

19a.
If the tMSC server supports the optional "intra-Network call detection" procedure it compares its own Network ID with the Network ID received within the Global Call Reference IE.
If the tMSC server supports the optional "intra-BSS call detection" procedure it compares the BSS ID of the selected terminating BSS with the oBSS ID received within the Global Call Reference IE at this step. Since the oUE and the tUE belong to the same BSS the call continues the same way as for the basic LCLS establishment without this pre-check. 

19b.

The tMSC server performs the access bearer assignment and sends the ASSIGNMENT REQUEST message containing the GCR IE and the LCLS-Configuration IE if LCLS is permitted in the core network. 

20.
The oBSS/tBSS performs the GCR correlation. Since the GCR correlation has identified the call as an intra BSS call and LCLS is allowed in the BSS, the tBSS returns the ASSIGMENT COMPLETE message with the LCLS-BSS-Status IE indicating "Call not yet locally switched".

20a.
Since the GCR correlation has identified the call as an intra BSS call and LCLS is allowed in the BSS, the oBSS signals the LCLS status change by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "Call not yet locally switched".

21.

The tUE reports alerting.

22a, b.
The tMSC server returns the ACM message and requests the tMGW to provide a ring-back tone.

23.
The iMSC server transfers the ACM message to the oMSC server.

24.

The oMSC server reports alerting.
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Context (tC)
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Figure 6.3.2.3: Basic Call Establishment when call is locally switched (continuation of figure 6.3.2.2)

25.

The tUE answers the call.

26.
The tMSC server indicates to the tBSS that this call leg is ready to be locally switched by sending the LCLS_CONNECT_CONTROL message (note the BSS cannot through-connect LCLS until it receives the same indication from the oMSC server).
27.
The tBSS returns the LCLS_CONNECT_CONTROL_ACK message with the LCLS-BSS-Status IE set to "Call not yet locally switched" since the BSS has not received the same order from the oMSC server.

28.

When the tMSC server receives the Connect message it requests the tMGW to stop providing ring-back tone to the calling party and requests to bothway through-connect the bearer.

29.

The tMSC server returns the ANM message with the LCLS-Status IE indicating "LCLS is feasible but not yet connected".

30.

The oMSC server receives the ANM message with the LCLS-Status IE indicating "LCLS is feasible but not yet connected".

31.

The oMSC server request the oMGW to bothway through-connect the bearer.

32.

The oMSC server reports Answer/Connect to the oUE.

33.
The oMSC server requests the oBSS to connect LCLS since the received ANM message indicated "LCLS is feasible but not yet connected".

34a.
Since the BSS has received the through connect request for both call legs the oBSS returns the LCLS_CONNECT_CONTROL_ACK message with the LCLS-BSS-Status IE set to "the call is locally switched".

34b.
Since the BSS has received the through connect request for both call legs the tBSS signals the LCLS status change by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "the call is locally switched".

35.

The oMSC server signals the change of the LCLS status through the Core Network by sending the APM message with the LCLS-Status IE set to "LCLS connected".

36.

The iMSC server transfers the change of the LCLS status to the tMSC server.

6.3.3
LCLS not established, Basic Call Example with BICC based CS core network

The Figure 6.3.3.1 shows the message sequence example for the basic call establishment for LCLS when the call could not be locally switched. In this example the CN permits LCLS but the oUE and the tUE belong to different BSS's (marked as oBSS and tBSS). The example is based on examples from 3GPP TS 23.205 [2] for the basic mobile originating call, forward bearer establishment and the basic mobile terminating call, forward bearer establishment.
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Figure 6.3.3.1:
Basic Call Establishment Flow when call is not locally switched
1 – 18. 
The basic call establishment procedure between the UE-1 and the UE-2 is the same as specified in steps 1-18 of sub-clause 6.3.2.1.

19a.
If the tMSC server supports the optional "Intra-Network Call Detection" procedure it may compare its own Network ID with the Network ID received within the Global Call Reference (GCR) IE. 
If the tMSC server supports the optional "Intra-BSS Call Detection" procedure it may compare the BSS ID of the selected terminating BSS with the value of the originating BSS ID received within the GCR IE at this step. 
In this case, the result of the "Intra-Network Call Detection" procedure or "Intra-BSS Call Detection" procedure is that the call is not an intra-Network or an intra-BSS call.

19b.
The tMSC server performs the terminating access bearer assignment and sends the ASSIGNMENT REQUEST message containing the GCR IE and the LCLS-Configuration IE if LCLS is permitted in the core network. 
If the tMSC server performed the "Intra-Network Call Detection" procedure in step 19a and/or the tMSC server performed the "Intra-BSS Call Detection" procedure in step 19a, then the tMSC server includes the "LCLS-Correlation-Not-Needed" IE in the ASSIGNMENT REQUEST message since the oUE and the tUE belong to the different BSS's.
20.
The tBSS returns the ASSIGMENT COMPLETE message with the LCLS-BSS-Status IE indicating "Call Not Possible to be Locally Switched".

21 - 30.
The basic call establishment procedure between the UE-1 and the UE-2 continues as for the normal, non-LCLS call.
Editor's Note:
Call flows shall be needed for the basic mobile to mobile end to end call with SIP-I based CS core network.
7
Call Clearing and LCLS Break/Re-establishment
7.1
Call Clearing

The call clearing procedures shall be performed in accordance with 3GPP 23.205 [2] for a BICC based CS core network and in accordance with 3GPP TS 23.231 [3] for a SIP-I based CS core network.
7.2
LCLS Break

7.2.1
MSC server Initiated
7.2.1.1.
Principles

When the MSC server determines that local switching should be disconnected: 

-
it shall send LCLS Status Update Request message indicating disconnection preparation through core network.

-
on receipt of LCLS Status Update Acknowledge message indicating disconnection requested the MSC server shall send LCLS connection control indicating LCLS break to the associated BSS.

On receipt of LCLS Status Update Request message indicating disconnection preparation the MSC server shall: 

-
send LCLS break request immediately to the associated BSS, and 

-
when the acknowledge message is received from the BSS, the MSC server shall return LCLS Status Update Acknowledge message indicating disconnection requested.

The BSS needs to receive the LCLS break request on both call legs before releasing local switching.
7.2.1.2
MSC server actions
When the MSC server determines that local switching should be disconnected it shall send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation". 

On the reception of the LCLS Status Update Acknowledge message with the LCLS-Status-Change IE indicating LCLS disconnection requested, the MSC server shall send to the BSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS". At reception of the LCLS-Connect-Control Acknowledge message with the LCLS-BSS-Status IE set to "Locally switched call is no longer locally switched", the MSC server shall send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" if the same LCLS status update was not already received from the succeeding (or preceding) node.
When the MSC server receives the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation" it shall send to the BSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS". If the LCLS-Connect-Control Acknowledge message with the LCLS-BSS-Status IE not indicating LCLS disconnection is received, the MSC server shall send to the preceding/succeeding node the LCLS Status Update Acknowledge message with the LCLS-Status-Change IE indicating LCLS disconnection was requested.
At reception of the LCLS-Notification message with the LCLS-BSS-Status IE set to "Locally switched call is no longer locally switched", the MSC server shall send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" if the same LCLS status update was not already received from the succeeding (or preceding) node.
7.2.1.3
GMSC server actions

On receipt of the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation" from the preceding/ succeeding node, the GMSC Server shall forward message to the succeeding/ preceding node.

The GMSC Server shall forward the received LCLS Status Update Acknowledge message with the LCLS-Status-Change IE indicating LCLS disconnection was requested.

On receipt of the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" from the preceding/ succeeding node: 

-
the GMSC Server shall forward the message to the succeeding/ preceding node if the same request was not already received from the succeeding/ preceding node.

-
the GMSC Server shall not forward the message if the same request was already received from the succeeding/ preceding node.
7.2.1.4
BSS actions

On receipt of the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS" the following applies:

-
for only one call leg associated to the LCLS call the BSS shall not break the local switching. The BSS shall only send the LCLS-Connect-Control Acknowledge message to the MSC server with LCLS-BSS-Status indicating LCLS is established.

-
for both call legs associated to the LCLS call the BSS shall break local switching and shall report the LCLS disconnection by sending the LCLS-Connect-Control Acknowledge message to the MSC server and the LCLS-Notification message to the MSC server which previously requested LCLS release.
7.2.2
BSS Initiated
7.2.2.1
Principles

When the BSS determines that local switching should be disconnected it may: 

-
immediately break local switching and then inform the Core Network, or 

-
first request the Core Network to prepare for LCLS break and on the reception of LCLS break request on both call legs the BSS breaks local switching.

7.2.2.2
Immediate LCLS break
7.2.2.2.1
BSS actions

When the BSS determines that local switching should be disconnected it shall break local switching. The BSS shall report the LCLS disconnection by sending the LCLS-Notification message to both MSC servers associated to the LCLS call.
7.2.2.2.2
MSC server actions

At reception of the LCLS-Notification message with the LCLS-BSS-Status IE set to "Locally switched call is no longer locally switched", the MSC server send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" if the same LCLS status update was not already received from the succeeding (or preceding) node.
7.2.2.2.3
GMSC server actions

On receipt of the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" from the preceding/ succeeding node: 

-
the GMSC Server shall forward the message to the succeeding/ preceding node if the same request was not already received from the succeeding/ preceding node.

-
the GMSC Server shall not forward the message if the same request was already received from the succeeding/ preceding node.

7.2.2.3
BSS Requesting LCLS Break from Core Network

7.2.2.3.1
BSS actions

When the BSS determines that local switching should be disconnected but that the LCLS break should be initiated by the Core Network the BSS shall request the LCLS disconnection by sending the LCLS-Notification message with LCLS-Break-Request IE to both MSC servers associated to the LCLS call.
On receipt of the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS" the BSS shall apply the procedure described in sub-clause 7.2.1.4.
7.2.2.3.2
MSC server actions

At reception of the LCLS-Notification message with LCLS-Break-Request IE the MSC server shall send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation".
On the reception of the LCLS Status Update Acknowledge message with the LCLS-Status-Change IE indicating LCLS disconnection requested, the MSC server shall apply the procedure described in sub-clause 7.2.1.2, that is, the MSC server shall request LCLS break only after receiving acknowledgment from the succeeding (or preceding) node.
7.2.2.3.3
GMSC server actions

The GMSC server shall perform the same actions as described in sub-clause 7.2.1.3.
7.2.3
Intermediate Node/GMSC Server Initiated
7.2.3.1

Principles

When an intermediate node or a GMSC server determines that local switching should be disconnected it shall send the LCLS Status Update Request message indicating disconnection preparation to the preceding and to the succeeding node. 

On receipt of LCLS Status Update Request message indicating disconnection preparation the originating or terminating MSC server shall send LCLS break request immediately to the associated BSS. When the acknowledge message is received from the BSS, the MSC server shall return LCLS Status Update Acknowledge message indicating disconnection requested.

The BSS needs to receive the LCLS break request on both call legs before releasing local switching.

7.2.3.2
Intermediate Node/GMSC server actions

When an intermediate node or a GMSC server determines that local switching should be disconnected it shall send the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation" to the preceding and to the succeeding node.

The intermediate node or the GMSC Server not initiating LCLS break shall forward the received LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation".

On receipt of the LCLS Status Update Acknowledge message with the LCLS-Status-Change IE indicating disconnection requested from the preceding/ succeeding node, the intermediate node or the GMSC Server not initiating LCLS break shall forward message to the succeeding/ preceding node. 

On receipt of the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" from the preceding/ succeeding node: 

-
the GMSC Server shall update the LCLS status and shall forward the message to the succeeding/ preceding node if the same request was not already received from the succeeding/ preceding node.

-
the GMSC Server shall not forward the message if the same request was already received from the succeeding/ preceding node.
7.2.3.3
MSC server actions

When the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation" is received from the succeeding (or preceding) node, the MSC Server shall send to the BSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS". If the LCLS-Connect-Control Acknowledge message with the LCLS-BSS-Status IE not indicating LCLS disconnection is received, the MSC server shall send to the preceding/succeeding node the LCLS Status Update Acknowledge message with the LCLS-Status-Change IE indicating LCLS disconnection was requested.
At reception of the LCLS-Connect-Control Acknowledge message or the LCLS-Notification message with the LCLS-BSS-Status IE set to "Locally switched call is no longer locally switched", the MSC server shall update the LCLS status and shall send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" if the same LCLS status update was not already received from the succeeding (or preceding) node.
7.2.3.4
BSS actions

The BSS shall perform the same actions as described in sub-clause 7.2.1.4.
7.2.4
LCLS Break Example Call Flows
Editor's Note:

The description of steps in call flows needs to be completed and aligned with figures.
7.2.4.1
LCLS Break Connection Model for LCLS

Figure 7.2.4.1.1 shows the network model for a LCLS break of the mobile call. The "squared" line represents the call control signalling. The "dotted/full" line represents the bearer terminations in the MGW. Bearer termination T1 and T6 are used for the bearer towards BSC and bearer termination T2, T3, T4 and T5 are used for the bearer towards preceding/succeeding MGW.
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Connection Model 1: Before LCLS Break
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Connection Model 2: After LCLS Break
Figure 7.2.4.1.1: LCLS Break (Network model)

7.2.4.2
MSC server Initiated

Figure 7.2.4.2.1 shows the message sequence example for the MSC server initiated LCLS Break. 
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Call is locally Switched

1. Release LCLS

9a.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "locally switched call 

is no longer locally switched")

8.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"Release LCLS") 

12.LCLS status update: APM [LCLS

Status= "LCLS not connected"]

5.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "call is locally 

switched")

10.LCLS status update:APM [LCLS-

Status= "LCLS not connected"]

LCLS status update is not sent to 

the preceding MSC server since the 

same information is already 

received from the preceding MSC 

server. 

11.LCLS status update:APM [LCLS-

Status= "LCLS not connected"]

2.LCLS status update request: APM 

[LCLS-Status-Change = "LCLS-

Disconnection-Preparation"

3.LCLS status update request: APM 

[LCLS-Status-Change = "LCLS-

Disconnection-Preparation"

4.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"Release LCLS") 

6.LCLS status update response: 

APM [LCLS-Status-Change = 

"LCLS-Disconnection-Requested"

7.LCLS status update response: 

APM [LCLS-Status-Change = "LCLS-

Disconnection-Requested"

9b.LCLS_NOTIFICATION (LCLS-

BSS-Status= "locally switched call is 

no longer locally switched")  


Figure 7.2.4.2.1:
MSC initiated LCLS break
1.
The oMSC server determines that that local switching should be disconnected.

2.
The oMSC server sends to the oBSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS".

3.
The oBSS confirms the reception of the LCLS release request but does not change the LCLS-BSS status since LCLS release request is not yet received for the associated call leg.

4.
The oMSC server send to the succeeding node the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation".

5.
The iMSC server transfers the LCLS Status Update Request message to the tMSC server.

6.
The tMSC server sends to the tBSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS".

7a.
The BSS report the LCLS disconnection by sending the LCLS-Connect-Control Acknowledge message to the tMSC server. 

7b. 
The BSS report the LCLS disconnection by sending the LCLS-Notification message to the oMSC server.

8.
The oMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" to the succeeding node.

9.
The iMSC server transfers the LCLS Status Update Request message to the tMSC server.

10.
The tMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" to the preceding node.
The iMSC server does not forward the LCLS Status Update Request message to the oMSC server since the same LCLS Status is already received from the oMSC server.
7.2.4.3
BSS Initiated, Immediate LCLS Break
Figure 7.2.4.3.1 shows the message sequence example for the BSS initiated LCLS Break. 
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LCLS status update is not sent to 

the succeeding MSC server since 

the same info is already received 

from the succeeding MSC server. 


Figure 7.2.4.3.1:
BSS initiated, immediate LCLS break
1.
The BSS determines that that local switching should be disconnected.
2.
The BSS report the LCLS disconnection by sending the LCLS-Notification message to the oMSC server and tMSC server.
3.
The oMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" to the succeeding node. 
The tMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" to the preceding node.

4.
The iMSC server transfers the LCLS Status Update Request message to the oMSC server. At reception of LCLS Status Update Request message from the tMSC server, the iMSC server does not forward the LCLS Status Update Request message to the oMSC server since the same LCLS Status is already received from the oMSC server.
7.2.4.4
BSS Initiated, LCLS Break requested from Core Network

Figure 7.2.4.4.1 shows the message sequence example for the BSS initiated but when the LCLS Break is requested from the Core Network.
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Call is locally Switched

1. Release 

LCLS

6b.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "locally switched call 

is no longer locally switched")

5b.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"Release LCLS") 

9a.LCLS status update: APM 

[LCLSStatus= "LCLS not 

connected"]

6a.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "call is locally 

switched")

7b.LCLS status update:APM [LCLS-

Status= "LCLS not connected"]

LCLS status update is not sent to 

the preceding MSC server since the 

same information is already received 

from the preceding MSC server. 

8b.LCLS status update:APM [LCLS-

Status= "LCLS not connected"]

3a.LCLS status update request: APM 

[LCLS-Status-Change = "LCLS-

Disconnection-Preparation"

4a.LCLS status update request: APM 

[LCLS-Status-Change = "LCLS-

Disconnection-Preparation"

5a.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"Release LCLS") 

7a.LCLS status update response: 

APM [LCLS-Status-Change = 

"LCLS-Disconnection-Requested"

8a.LCLS status update response: APM [LCLS-

Status-Change = "LCLS-Disconnection-Requested"

6c.LCLS_NOTIFICATION (LCLS-

BSS-Status= "locally switched call is 

no longer locally switched")  

1. Release 

LCLS

2b.LCLS_NOTIFICATION 

(LCLS-Break-Request)  

2a.LCLS_NOTIFICATION 

(LCLS-Break-Request)  

3b.LCLS status update request: APM 

[LCLS-Status-Change = "LCLS-

Disconnection-Preparation"

4b.LCLS status update request: APM 

[LCLS-Status-Change = "LCLS-

Disconnection-Preparation"


Figure 7.2.4.4.1:
BSS initiated, LCLS Break requested from CN

1.
The BSS determines that that local switching should be disconnected.
7.2.4.5
Intermediate Node/GMSC Server Initiated

Figure 7.2.4.5.1 shows the message sequence example for the network initiated LCLS Break. 
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Call is locally Switched

1. Release LCLS

4a.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "call is locally 

switched")

3a.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"Release LCLS") 

5b.LCLS status update:APM [LCLS-

Status= "LCLS not connected"]

4c.LCLS_NOTIFICATION (LCLS-BSS-

Status= "locally switched call is no 

longer locally switched")  

2a.LCLS status update request: APM 

[LCLS-Status-Change = "LCLS-

Disconnection-Preparation"

2b.LCLS status update request: 

APM [LCLS-Status-Change = "LCLS-

Disconnection-Preparation"

4b.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "locally switched 

call is no longer locally switched")

3b.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"Release LCLS") 

6a.LCLS status update: APM [LCLS-

Status= "LCLS not connected"]

LCLS status update indicating LCLS not 

connected is received from the succeeding MSC 

server and the preceding MSC server. 

5a.LCLS status update response: 

APM [LCLS-Status-Change = "LCLS-

Disconnection-Requested"


Figure 7.2.4.5.1:
Intermediate Node / GMSC Server initiated LCLS break 
1.
The iMSC server determines that that local switching should be disconnected.

2.
The iMSC server send the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation" to the oMSC server.

3.
The iMSC server send the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Disconnection-Preparation" to the tMSC server.

4.
The oMSC server sends to the oBSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS".

5.
The oBSS confirms the reception of the LCLS release request but does not change the LCLS-BSS status since LCLS release request is not yet received for the associated call leg.

6.
The tMSC server sends to the tBSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "Release LCLS".

7a. 
The BSS report the LCLS disconnection by sending the LCLS-Connect-Control Acknowledge message to the tMSC server. 

7b. 
The BSS report the LCLS disconnection by sending the LCLS-Notification message to the oMSC server.

8.
The tMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" to the preceding node.

9.
The oMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Not Connected" to the succeeding node. The iMSC server does not forward the LCLS Status Update Request message to the tMSC server since the same LCLS Status is already received from the tMSC server.
7.3
LCLS Re-establishment

7.3.1
MSC server Initiated
7.3.1.1
Principles

Re-establishment will only occur if LCLS Negotiation state has not previously changed. Only the MSC Server that broke the LCLS can re-establish it. If a node in the path does not accept the Status Change Request (e.g. re-establishment) it shall respond with a rejection, and not forward the Status Change Request to succeeding nodes.
7.3.1.2
MSC server actions
7.3.1.2.1
LCLS re-establishment to the network side

The MSC server which initiates LCLS re-establishment sends the LCLS-Status-Update-Request message with the LCLS-Status-Change-Request IE to the succeeding node to requests a change in LCLS Status in the CN.

Once LCLS-Status-Update-Request message with the LCLS-Status-Change-Request IE sent from the preceding node is received, the MSC server checks if the request LCLS Status is allowed and sends LCLS-Status-Update-Response message with the correct value back to the preceding node.

7.3.1.2.2
LCLS Status update to the network side

Once the LCLS-Notification message or LCLS-Connect-Control-ACK message sent from BSS is received by MSC server, and if the received LCLS-BSS-Status is different with stored LCLS Status, the MSC server shall update the LCLS status and shall send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Connected" if the same LCLS status update is not already received from the succeeding (or preceding) node.
7.3.1.2.3
LCLS Status update from the network side

Once the LCLS-Status-Update-Request message with the LCLS Status IE sent from preceding node is received by MSC server, and if the received LCLS-Status is different to stored LCLS Status, the MSC server shall save new LCLS status.

7.3.1.2.4
LCLS re-establishment to the BSS

Once the LCLS-Status-Update-Request message with LCLS-Status-Change-Request IE or the LCLS-Status-Update-Response with the LCLS-Status-Change-Request IE sent from the preceding node is received, the MSC sever checks if the request LCLS Status is allowed or not and sends LCLS-Connect-Control message with correct value to the BSS.
7.3.1.3
GMSC server actions

Once the LCLS-Status-Update-Request message with the LCLS-Status-Change-Request IE or LCLS-Status-Update-Response message with LCLS-Status-Change-Request IE sent from preceding node is received, the GMSC sever checks if the request LCLS Status is allowed or not and sends LCLS-Status-Update-Request message with correct value to the succeeding node.

Once the LCLS-Status-Update-Request message with the LCLS Status IE sent from preceding node is received by GMSC server,
-
the GMSC Server shall update the LCLS status and shall forward the message to the succeeding node if the same request is not already received from the succeeding node.

-
the GMSC Server shall not forward the message if the same request is already received from the succeeding node.
7.3.1.4
BSS actions

On receipt of the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "connect LCLS" The following applies:
-
for only one call leg associated to the LCLS call the BSS shall not establish the local switching. The BSS shall confirm the reception of the LCLS connect request but shall not change the LCLS-BSS status. The BSS shall only send the LCLS-Connect-Control Acknowledge message to the MSC server.

-
for both call legs associated to the LCLS call the BSS shall establish local switching and shall change the LCLS-BSS-Status to "Call is locally switched". The BSS shall report the LCLS status by sending the LCLS-Connect-Control Acknowledge message to the MSC server and the LCLS-Notification message to the MSC server which previously requested LCLS establishment.
7.3.2
BSS Initiated

BSS Initiated LCLS re-establishment is not supported for LCLS.
7.3.3
Intermediate Node / GMSC Server Initiated

7.3.3.1

Principles

Re-establishment will only occur if LCLS Negotiation state has not previously changed. Only the Intermediate Node / GMSC Server that broke the LCLS can re-establish it. If a node in the path does not accept the Status Change Request (e.g. re-establishment) it shall respond with a rejection, and not forward the Status Change Request to succeeding nodes.
7.3.3.2
Intermediate Node / GMSC server actions

When an intermediate node or the GMSC server determines that local switching should be established it shall send the LCLS Status Update Request message with the LCLS-Status-Change-Request IE set to "LCLS Connection Preparation" to the preceding and to the succeeding node.

On receipt of the LCLS Status Update Request message with the LCLS-Status-Change-Request IE set to "LCLS Connection Preparation " from the preceding/ succeeding node, the GMSC Server shall forward message to the succeeding/ preceding node if the same request is not already received from the succeeding/ preceding node. 

On receipt of the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Connected" from the preceding/ succeeding node: 

-
the GMSC Server shall update the LCLS status and shall forward the message to the succeeding/ preceding node if the same request is not already received from the succeeding/ preceding node.

-
the GMSC Server shall not forward the message if the same request is already received from the succeeding/ preceding node.
7.3.3.3
MSC server actions

When the LCLS Status Update Request message with the LCLS-Status-Change-Request IE set to "LCLS Connection Preparation " is received from the succeeding (or preceding) node, the MSC Server shall send to BSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "connect".
At reception of the LCLS-Connect-Control Acknowledge message or the LCLS-Notification message with the LCLS-BSS-Status IE set to "Call is Locally switched", the MSC server shall update the LCLS status and shall send to the succeeding (or preceding) node the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Connected" if the same LCLS status update is not already received from the succeeding (or preceding) node.
7.3.3.4
BSS actions

The BSS shall perform the same actions as described in sub-clause 7.3.1.4.
7.3.4
LCLS Re-establishment Example Call Flows
7.3.4.1
LCLS Re-establishment Connection Model for LCLS
Figure 7.3.4.1.1 shows the network model for a LCLS Re-establishment of the mobile call. The "squared" line represents the call control signalling. The "dotted/full" line represents the bearer terminations in the MGW. Bearer termination T1 and T6 are used for the bearer towards BSC and bearer termination T2, T3, T4 and T5 are used for the bearer towards preceding/succeeding MGW.
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Figure 7.3.4.1.1: LCLS Re-establishment (Network model)

7.3.4.2
MSC server Initiated Example Call Flow

Figure 7.3.4.2.1 shows the message sequence example for the MSC server initiated LCLS Re-establishment. In the example the MSC server trigger the LCLS negotiation in the CN. The BSS establishes local switching when both legs are informed LCLS is allowed.
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9. LCLS-Connect-Control_ACK(LCLS-

BSS-Status = "Call is Locally Switched")

3. LCLS-Status-Update-Response 

(LCLS-Status-Change= “LCLS 

Connection Preparation”)

5.  LCLS-Status-Update-Response 

(LCLS-Status-Change= “LCLS 

Connection Preparation”)

MGW-1 MGW-2 GMGW

Call is locally Switched


Figure 7.3.4.2.1: MSC server Initiated LCLS Re-establishment
1.
The MSC-1 server determines that that local switching should be re-established. The MSC-1 server sends to the succeeding node the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Connection-Preparation".
2.
The GMSC server transfers the LCLS Status Update Request message to the MSC-2 server.
3.
The MSC-2 sends LCLS Status Update Response to the preceding node.

4.
The MSC-2 server sends to the BSS-2 the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "connect".

NOTE:
Step 3 and 4 can be performed paralleled.
5.
The GMSC server transfers the LCLS Status Update Response message to the MSC-1.
6.
The oBSS confirms the reception of the LCLS connect request but does not change the LCLS-BSS status since LCLS connect request is not yet received for the associated call leg.
7.
On receipt of LCLS Status Update Response message, The MSC-1 server sends to the BSS-1 the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "connect".

8.
Because LCLS connect requests are received for the associated call leg, the BSS-1 re-establish the LCLS.

9.
The BSS-1 report the LCLS connection by sending the LCLS-Connect-Control Acknowledge message to the MSC-1 server.
10. The BSS-2 reports the LCLS connection by sending the LCLS-Notification message to the MSC-2 server.

11. The MSC-1 server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Connected" to the succeeding node.

12. The GMSC server transfers the LCLS Status Update Request message to the MSC-2 server.
13. The MSC-2 server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Connected" to the preceding node. The GMSC server does not forward the LCLS Status Update Request message to the MSC-1 server since the same LCLS Status is already received from the MSC-1 server.
7.3.4.3
Intermediate Node / GMSC Server Initiated Example Call Flow

Figure 7.3.4.3.1 shows the message sequence example for the Intermediate Node / GMSC Server initiated LCLS Re-establishment.
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[LCLS-Status-Change-Request= 

"LCLS-Connection-Preparation"

3.LCLS status update request: APM 

[LCLS-Status-Change-Request= 

"LCLS-Connection-Preparation"

9a.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "Call is locally 

switched")

8.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"connect") 

11.LCLS status update: APM [LCLS-

Status= "LCLS connected"]

LCLS status update is not sent to the succeeding 

MSC server since the same info is already 

received from the succeeding MSC server. 

4.LCLS status update response: 

APM [LCLS-Status-Change-Request

= "LCLS-Connection-Preparation"

5.LCLS status update response: 

APM [LCLS-Status-Change-Request

= "LCLS-Connection-Preparation"


Figure 7.3.4.3.1: Intermediate Node / GMSC Server Initiated LCLS Re-establishment

1.
The iMSC server determines that that local switching should be established.

2.
The iMSC server sends the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Connection-Preparation" to the oMSC server.

3.
The iMSC server sends the LCLS Status Update Request message with the LCLS-Status-Change IE set to "LCLS-Connection-Preparation" to the tMSC server.
4.
The oMSC sends LCLS Status Update Response to the preceding node..
5.
The tMSC sends LCLS Status Update Response to the preceding node..
6.
The oMSC server sends to the oBSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to "connect".

7.
The oBSS confirms the reception of the LCLS connect request but does not change the LCLS-BSS status since LCLS connect request is not yet received for the associated call leg.

8.
The tMSC server sends to the tBSS the LCLS-Connect-Control message with the LCLS-Connection-Status-Control IE set to " connect ".

9a. The tBSS report the LCLS connection by sending the LCLS-Connect-Control Acknowledge message to the tMSC server. 

9b. The oBSS report the LCLS connection by sending the LCLS-Notification message to the oMSC server.

10.
The tMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Connected" to the preceding node.
11.
The oMSC server sends the LCLS Status Update Request message with the LCLS-Status IE set to "LCLS Connected" to the succeeding node. The iMSC server does not forward the LCLS Status Update Request message to the tMSC server since the same LCLS Status is already received from the tMSC server.

8
Handover/Relocation

8.1
UMTS to UMTS
<This section should contain references to the relevant sections defining UMTS to UMTS Handover/Relocation n 3GPP 23.205 for BICC based CS Core Network and 3GPP TS 23.231 for SIP-I based CS Core Network.  Note that in Release 10, LCLS is not supported for UMTS>

8.2
UMTS to GSM

<This section should contain references to the relevant sections defining UMTS to GSM Handover/Relocation n 3GPP 23.205 for BICC based CS Core Network and 3GPP TS 23.231 for SIP-I based CS Core Network.  The section should show any additional functionality required to allow LCLS when handover/relocating to GSM from UMTS >

8.3
GSM to UMTS

<This section should contain references to the relevant sections defining GSM to UMTS Handover/Relocation n 3GPP 23.205 for BICC based CS Core Network and 3GPP TS 23.231 for SIP-I based CS Core Network.  The section should show any additional functionality required to break LCLS when handover/relocating to UMTS to GSM>

8.4
GSM to GSM

<This section shall provide a comparison of the GSM/GSM Handover  procedures and call flows as compared to the related sections in 3GPP 23.205 for the BICC based CS Core Network and in 3GPP TS 23.231 for the SIP-I based CS Core Network..  The section should only highlight the modifications required to support LCLS e.g. Connect or Break LCLS>

8.4.1
Intra-MSC Inter-BSS GSM to GSM Handover

8.4.1.1
Intra-MSC Inter-BSS GSM to GSM Handover that breaks LCLS

8.4.1.1.1
General 

When a call is locally switched through the BSS and an intra-BSS handover occurs then the LCLS is broken and normal core network switched user plane resumed. The following procedures describe the specific handling compared to the basic principles described in 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3] to achieve this and minimise the interruptions to the speech path. To this end the BSS which is in local switch which is serving the user equipment which is not moving to a new BSS bicasts user data UL to the core network so that immediately the user equipment which is moving is attached to the new BSS it can receive DL data from the core network.

During a Locally Switched (intra-BSS) Connection when no bicasting occurs there is no data transmission through the core network. In this release the use plane is kept active and therefore does not need to be re-activated when the LCLS is broken due to inter-BSS handover out of LCLS.

8.4.1.1.2
Handover Required

When the MSC server receives the Handover Required message from the serving BSS, it requests the MGW to seize a TDM circuit if AoTDM or an IP termination if AoIP for the termination to the Target BSS as for the normal handover procedure. The MSC server shall use the Change Flow Direction procedure to request the MGW to set the Handover Device to the initial state.  

8.4.1.1.3
MGW Flow Direction Control

The MSC Server may perform the MGW Flow Direction Control in the following ways:

-
In accordance with the normal handover case by isolating the termination to the Target BSS (TT) from the termination to the Serving BSS (TS) and configuring the Anchor termination (TA) one-way DL to the Target BSS (TT). Termination to the Serving BSS (TS) is bothway connected to Anchor termination (TA) since it is also receiving UL user data from termination to the Serving BSS (TS). 

Or:

-
The MSC server may request the MGW to set termination to Target BSS (TT) to bothway connected to Anchor termination (TA) and isolate termination to Serving BSS (TS) completely. This improves the user plane switching and saves a signalling step to the MGW at Handover Detect message. The MSC server sends the Handover Request message to the Target BSS as for the normal case but shall include the GCR IE, the LCLS-Configuration IE and the LCLS-Connection-Status-Control IE set to "Connect".

8.4.1.1.4
Handover Request Acknowledge

If the Target BSS supports LCLS feature then it shall include the LCLS-BSS-Status IE in the Handover Request Acknowledge message in order to inform the anchor MSC Server that the BSS supports LCLS, and therefore the MSC Server shall not act upon the status indicated, i.e. no signalling of LCLS-Status through the core network.

The MSC Server shall send to the adjacent call node the LCLS-Status-Update message containing the LCLS-Status-Change-Request IE to signal the change of the LCLS. In the LCLS-Status-Change-Request IE the MSC server shall indicate "LCLS Disconnection-Preparation-for handover".

If the far end MSC server receives the LCLS-Status-Update message with the LCLS-Status-Change-Request IE that requires LCLS Disconnection preparation-for-handover it shall send to the BSS the LCLS_Connect_Control message with the LCLS-Connection-Status-Control IE indicating "BicastatHandover".  

Editor's Note:

In order for the BSS to start sending UL bicast data to the CN at the far end (non-handover side) there are two options: either do this explicitly by receiving a request from the far end MSC server for example with the LCLS_CONNECT_CONTROL message or the BSS could do this implicitly but then when should the BSS start doing this? After sending the Handover Required message or when it receives the Handover Command message? Using the Handover command message as the trigger seems incorrect since this is a trigger for the UE which is performing the handover and the UL bicasting of data should be applied to the other UE/call leg. It is therefore preferable that the far end MSC server signals this explicitly.

8.4.1.1.5
Handover Command/Handover Detect

When the MSC server sends the Handover Command message or alternatively if it receives the Handover Detect message, if the MSC server followed the MGW control procedures for a non-LCLS call and kept the Termination to the Serving BSS connected then it shall use the Change Flow Direction procedure to requests the MGW to set the Handover Device to intermediate state however if the MSC server isolated TS and set TT to bothway then no MGW control procedure is required at this point.

Editor's Note:

If the far end BSS call leg does not receive the LCLS_CONNECT_CONTROL message to explicitly indicate to start bicasting the user data UL to the CN then on receipt of the Handover Command message for the call leg which is moving out of the BSS, the BSS should trigger bicasting at the other call leg.

8.4.1.1.6
Handover Complete

When the MSC server receives the Handover Complete message, it releases the A-interface line towards the serving BSS. The MSC server also requests the MGW to set the Handover Device to its final state by removing the bearer termination (TS) towards the serving BSS.

The MSC server shall send to the adjacent call node the LCLS-Status-Update message with the LCLS-Status IE indicating the LCLS disconnection.

When the serving BSS receives Clear Command it shall release any local switch path. The serving BSS shall inform the far end MSC server that LCLS is broken with the LCLS_Notification message.

NOTE:
The LCLS_Notification message does not need to be sent to the Anchor MSC Server since the Clear Command message received from the serving BSS also means LCLS is disconnected. 

8.4.1.1.7
Example

8.4.1.1.7.1
Connection Model

Figure 8.4.1.1.7.1.1 shows the network model for the Intra-MSC Inter-BSS GSM to GSM Handover, where the call leg pertinent to the UE-1 is handed over from the serving BSS-1 to the Target BSS. BSS-1 is the same as BSS-2 when LCLS is established for the call. The bearer termination T2 is used for the bearer towards BSS-2, which is not affected by this handover. Bearer termination TS is used for the bearer towards BSS-1 and the bearer terminations T1 and TA are used for the bearer towards the succeeding/preceding MGW. Bearer termination TT is for the bearer termination towards the Target BSS. The colours and line types used in the figure are defined differently from 3GPP TS 23.205 [2] to indicate LCLS specific issues.
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Connection Model 1: The call is locally switched
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Connection Model 2: MGW-1 is both-way connected between Ta and Tt, Ts is isolated; BSS-2 starts to bicast data UL 
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Connection Model 3: UE has moved to Target BSS but HO Detect has not yet been received by MSC-S-1
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Connection Model 4: LCLS is released in BSS-2, old serving Termination Ts is removed

Figure 8.4.1.1.7.1.1: Inter-BSS Handover Connection Model that breaks LCLS

8.4.1.1.7.2
Basic Sequence for Inter-BSS Handover that breaks LCLS
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Figure 8.4.1.1.7.2.1: Inter-BSS Handover that terminates Local Switching
1.
The Handover Required message is received from the BSS-1 requesting an inter-BSS handover. The call is currently locally switched so the MSC-1 server can know that the inter-BSS handover at one end will break local switch (the local switch is not broken in the serving BSS (BSS-1) until the UE-1 has moved out of the BSS-1 and the MSC-1 server sends the Clear Command message).

2.
In this example the Anchor MSC-1 server requests from its MGW-1 the seizure of the bearer termination Tt towards the Target BSS and through-connects it bothway to Ta. Additionally it isolates the old serving Termination Ts. This makes the handover much more efficient than even current non-LCLS handover as immediately the UE-1 moves into the new target BSS it will be able to send UL user data to the UE-2.

NOTE 1: 
This flow shows the termination to the Target BSS as always connected bothway. This is a change to the existing call handling which would normally connect the termination as one-way and then change to bothway after receiving the Handover Detect message. However the termination does not need to be connected one-way and will in fact make the break in speech worse since UL data cannot be sent from the UE-1 until the MGW topology is modified, also it saves the additional intermediate H.248 modification step.

3.
The Anchor MSC-1 server sends the Handover Request message to the Target BSS with the GCR IE, the LCLS-Configuration IE and the LCLS-Connection-Status-Control IE indicating "connect" to through-connect the local call.
4.
The Target BSS returns the Handover Request Acknowledge message and also indicates that call is not possible to be locally switched.

5.
The Anchor MSC-1 server sends the change in LCLS to the succeeding MSC server and the Anchor MSC-1 server asks it to prepare for the LCLS disconnection for Handover to trigger sending of the LCLS-Connect-Control message at the far end MSC-2 server. 

NOTE 2:
When BICC is used as the call control protocol the APM message is sent. When SIP-I is used the INFO request with the encapsulated APM message is sent.

5a.
The far end MSC-2 server requests the BSS-2 to start sending data UL with the LCLS_Connect_Control message and the LCLS-Connection-Status-Control IE indicating "BicastatHandover", see Figure 8.4.1.8.1.1 Connection Model 2. This triggers the BSS-1 to bicast the user plane data in the same way as the Access MGW-1 would be doing in a non-LCLS inter-BSS handover. At this point the BSS-1 shall send any DL data it receives directly to the served UE. Since the BSS-1 cannot receive DL data at the same time as it receives local data (Ts is isolated) this will minimise the break in user plane data even more than for existing non-LCLS handover.

NOTE 3:
The Serving BSS-1 shall forward the user plane data from the UE-1 to the UE-2 while the UE-1 is served by the BSS-1. The UL user plane data are bi-cast to both MGW2 and local path by the BSS-2. The MGW-2 transmits the user plane data to the MGW-1, and the MGW-1 will transmit the user plane data to the target BSS. When the UE-1 leaves the serving BSS-1 and begins sending UL data from the Target BSS, that data will then be received via the A-interface leg at the serving BSS-2.

NOTE 4:
Possible bicasting for lawful interception may have been activated earlier when LCLS was established in the BSS-1 /BSS-2 (not shown in the figure 8.4.1.8.2.1) and was indicated with the LCLS-Configuration IE in step 3 and applies to both call legs. If LCLS bicasting was not activated the LCLS-Configuration value is "Connect" (i.e. no bicasting) in step 3, but the value of the LCLS-Connection-Status-Control in step 5 is "BicastatHandover", which applies only for this call leg.

5b.
 The BSS-2 sends the LCLS_Connect_Control_Ack message with the LCLS-BSS-Status IE set to "the call is locally switched".

6.
The Anchor MSC-1 server triggers the Handover Command message. When the UE-1 moves to the Target BSS in this example it can immediately send UL data through the CN to the UE-2 and also can receive DL data from the UE-2 via the CN since the MGW-1 topology for Ta, Tt is already bothway connected. This is a change from the current non-LCLS solution but is more efficient since the non-LCLS solution needs to set this to one-way DL only until it receives Handover Detect message.

7.
The UE-1 is detected at the target BSS. The BSS-1/BSS-2 may continue to send the user plane data locally until the Clear Command message is received.

8.
In the Handover Complete message the Target-BSS indicates to the MSC-1 server in the LCLS-BSS-Status IE that the call is not possible to be locally switched.

9.
The MSC-1 server requests the old serving BSS-1 to clear the old call leg. The BSS-1 now stops sending local the user data from UE-1, LCLS is finally broken.

10.
 The Serving BSS-2 informs the MSC-2 server that LCLS is broken via LCLS_Notification message.

11.
 Clearing of the old call leg to the Serving BSS-1 is completed..

12.
 The termination Ts to the old serving BSS-1 is removed from the Access MGW-1.

13.
 The Anchor MSC-1 server informs succeeding CN nodes that LCLS is finally disconnected.

NOTE 5:
When BICC is used as the call control protocol the APM message is sent. When SIP-I is used the INFO request with the encapsulated APM message is sent.

LCLS is impossible after an Inter-BSS handover which makes the call not local (as described above). While a handover is being performed for one call leg, it is possible that a handover also is started for the other call leg, possibly moving both call legs to the same target BSS, thereby creating a local call. The target BSS shall only establish LCLS for a local call when both call legs are connected and e.g. any handover process has been successfully completed on both call legs.
8.4.2
Inter-MSC GSM to GSM Handover

8.4.2.1
Inter-MSC GSM to GSM Handover that breaks LCLS
8.4.2.1.1
General 
If LCLS is established for a call and an inter-MSC handover occurs that makes the call not local the LCLS shall be broken in the BSS and the user plane data shall be connected through the core network. The Inter-MSC handover procedures specified in 3GPP TS 23.009 [9], 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3] shall be followed. The following clauses describe the additional requirements for inter-MSC handovers of LCLS related calls.

8.4.2.1.2
MSC-1 / MGW-1

8.4.2.1.2.1
Handover Required

When MSC-1 Server receives the Handover Required message from the serving BSS and determines that the call shall be handed over to the Target MSC Server, it shall send the GCR of the call and LCLS negotiation IE to the Target MSC Server in a MAP Prepare-Handover_Request message. 

8.4.2.1.2.2
Handover Request Acknowledge

When MSC-1 Server receives the MAP Prepare_Handover_Response including Handover_Request_Acknowledgement message with a LCLS-BSS-Status IE the Anchor MSC-1 Server shall send to the adjacent call node, MSC-2 Server, the LCLS-Status-Update message containing the LCLS-Status-Change-Request IE to signal the change of LCLS status. In the LCLS-Status-Change-Request IE the MSC server shall indicate "LCLS Disconnection-Preparation-for handover".

If the MSC-2 Server receives the LCLS-Status-Update message with the LCLS-Status-Change-Request IE that requires LCLS Disconnection preparation-for-handover it shall send to BSS-2 the LCLS_Connect_Control message with the LCLS-Connection-Status-Control IE indicating "BicastatHandover".

8.4.2.1.2.3
Bearer establishment between MGW-1 and Target MGW

The handling of the bearer establishment between MGW-1 and Target MGW is as described in subclause 6.1 for a Basic Mobile Originating Call. The MSC server shall also use the Change Flow Direction procedure to request the MGW-1 to set the Handover Device to the initial state. 

8.4.2.1.2.4
MGW Flow Direction Control

The MSC Server may perform the MGW Flow Direction Control in the following ways: 

-
In accordance with the normal handover case by isolating the termination in MGW-1 towards the Target MGW (T2) from the termination to the Serving BSS (TS) and configuring the Anchor termination (TA) one-way DL towards the Target MGW termination (T2). Termination to the Serving BSS (TS) is both-way connected to Anchor termination (TA) since it is also receiving UL user data from termination to the Serving BSS (TS). The basic example in subclause 8.4.2.1.4 illustrates this type of functionality.

Or:

-
The MSC-1 Server may request the MGW-1 to set termination towards Target-MGW (T2) to both-way connected to Anchor termination (TA) and isolate termination to Serving BSS (TS) completely. This improves the user plane switching and saves a signalling step to the MGW-1 at Handover Detect message.
8.4.2.1.2.5
Handover Command/Handover Detect

When the MSC-1 server sends the Handover Command message or alternatively if it receives the Handover Detect message inside a MAP Process-Access-Signalling request, if the MSC-1 server followed the MGW control procedures for a non-LCLS call and kept the Termination to the Serving BSS connected then it shall use the Change Flow Direction procedure to requests the MGW-1 to set the Handover Device to intermediate state, however if the MSC server-1 isolated TS and set T2 to bothway then no MGW control procedure is required at this point.

8.4.2.1.2.6
Handover Complete

When the MSC-1 Server receives the Handover Complete message, it releases the A-interface line towards BSS-1. The MSC-1 Server also requests MGW-1 to set the Handover Device to its final state by removing the bearer termination towards the BSS-1. 

After the MSC-1 Server receives the Answer message including the LCLS-Status set to LCLS feasible but not yet locally switched, MSC-1 Server shall send to the adjacent call node the LCLS-Status-Update message with the LCLS-Status IE indicating that LCLS is not established.

8.4.2.1.3
Target MSC Server / Target MGW

8.4.2.1.3.1
Prepare Handover Request message and MGW selection

The Target MSC server selects the Target MGW when it receives Prepare Handover Request message. The Target MSC server sends the Handover Request message to the Target BSS as for the normal case but shall include the GCR IE, the LCLS-Configuration IE and the LCLS-Connection-Status-Control IE set to "Connect".

8.4.2.1.3.2
Handover Request Acknowledge

If the Target BSS supports the LCLS feature it shall include the LCLS-BSS-Status IE in the Handover Request Acknowledge message in order to inform the Target MSC Server that the BSS supports LCLS. The Target MSC Server sends the same information in the MAP Prepare Handover Response message to the MSC-1 Server. 

8.4.2.1.3.3
Bearer establishment towards Target BSS

When the Target MSC Server has selected the Target MGW it requests the Target MGW to seize a TDM circuit if AoTDM using the Reserve Circuit procedure, or an IP termination if AoIP using the reserve Connection Point procedure as for the normal handover procedure. The Target MSC Server sends the Handover Request message to the Target BSS containing the CIC for AoTDM or the IP addresses and UDP ports received from the target MGW if AoIP.

8.4.2.1.3.4
Bearer establishment between MGW-1 and Target MGW

The handling of the bearer establishment between MGW-1 and Target MGW is as described for basic mobile terminating call in subclause 6.2. 
Editor's Note:
There is one case of inter MSC handover that possibly works wrong and requires further analysis. The Target MSC Server/BSS supports LCLS but there is a MSC-Server that does not support LCLS between the anchor MSC-1 Server and the Target MSC Server. This is recognised in the Target MSC when it receives the BICC IAM without a LCLS-Negotiation, but at that point the Target MSC Server has already sent the LCLS information (received with MAP Prepare Handover Request) to target BSS in the Handover request message.

8.4.2.1.4
Example of Inter-MSC Handover that breaks Local Switching
8.4.2.1.4.1
Connection Model

Figure 8.4.2.1.4.1.1 shows the network model for the Inter-MSC GSM to GSM Handover, where call leg UE-1 is handed over from BSS-1 to the Target BSS. BSS-1 is the same as BSS-2 when LCLS is established for the call. The BSS-1 is served by the MSC-Server 1, the Target BSS is served by the Target MSC-Server, and MSC-Server 1 is not the same as Target MSC-Server. The bearer termination T2 in MGW-2 is used for the bearer towards BSS-2, which is not affected by this handover. Bearer termination TS in MGW-1 is used for the bearer towards BSS-1 and the bearer terminations TA and T3 in MGW-1, T1 in MGW-2 and T4 in Target-MGW are used for the bearer towards the succeeding/preceding MGW. Bearer termination TT in Target-MGW is for the bearer termination towards the Target BSS.
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Connection Model 1: Before handover, LCLS is established
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Connection Model 2: Before MSC triggers HO command to the BSS, T3 is isolated from TS, TA is one-way connected to T3 and TS is both-way connected to TA
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Connection Model 3: UE-1 not yet detected in Target BSS, BSS-2 bicasts user plane data UL
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Connection Model 4: UE-1 connected to Target BSS but Target MSC-S has not received HO Detect
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Connection Model 5: MSC-1 instructed MGW-1 to reroute the user plane, TA is both-way connected to T3
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Connection Model 6: Handover completed, TS termination was removed
Figure 8.4.2.1.4.1.1: Inter-BSS Handover Connection Model when user plane active

8.4.2.1.4.2 
Basic Sequence for Inter-MSC handover that breaks LCLS

Figures 8.4.2.1.4.2.1 and 8.4.2.1.4.2.2 show the message sequence example for the basic Inter-MSC GSM to GSM Handover shown in the corresponding network model Figure 8.4.2.1.4.1.1. The Handover Device is located in the MGW-1 selected for the call establishment by the MSC-1 Server, which controls the call and the mobility management. The description is based on 3GPP TS 23.009 [9], 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3].
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Figure 8.4.2.1.4.2.1: Inter-MSC Handover that breaks LCLS when user plane active, initial phase
1.
The Handover Required message is received from BSS1 requesting an inter-MSC handover. The call is currently locally switched and the MSC-1 server can know that the Inter-MSC handover at one end will break LCLS (the local switch is not broken in the serving BSS (BSS-1) until UE-1 has moved out of the BSS-1 and the MSC-1 server sends the Clear Command message to BSS-1).
2.
The MSC-1 Server determines that inter-MSC handover is required and sends MAP-Prepare-Handover Request to target MSC which includes LCLS Negotiation and GCR IEs.
3a and 3b. 
The Target MSC-Server reserves circuit or Connection Point TT towards the Target BSS.
4.
The Target MSC-Server sends the Handover Request to target BSS with the GCR IE, the LCLS-Configuration IE and the LCLS-Connection-Status-Control IE indicating "connect" to through-connect the local call.
5.
The Target BSS reports in Handover Request Acknowledge message that the call is not possible to be locally switched.

6a and 6b.

(These signalling steps are only applicable to AoIP) When the Target MSC-Server receives the BSSMAP Handover Request-Ack message, it sends the target BSC IP address and UDP Port number to the target MGW using the Configure RTP Connection Point procedure.

7.
The Target MSC-Server sends the Prepare Handover Response to the MSC-1 server.

8a.
The Anchor MSC-1 server may instruct the far end MSC-2 server to prepare for LCLS disconnection for Handover by sending the LCLS-Status-Update message. (If the Anchor MSC-1 server does not instruct the MSC-2 server /BSS-2 to prepare for LCLS disconnection, BSS-2 starts bicasting user plane data to the core network after receiving the Handover Command message in Step 14.)
8b.
The far end MSC-2 server requests BSS-2 to start sending data UL with the LCLS_Connect_Control message and the LCLS-Connection-Status-Control IE indicating "BicastatHandover", see Figure 8.4.2.1.4.1.1, Connection Model 3. This triggers the BSS-2 to bicast the user plane data in the same way as the Access MGW-1 would be doing in a non-LCLS inter-BSS handover. At this point the BSS-1 shall send any DL data it receives directly to the served UE. 
NOTE 1:
The Serving BSS-1 shall forward the user plane data received locally from UE-1 to UE-2 while the UE-1 is served by the BSS-1. BSS-2 bicasts UL user plane data to both MGW2 and local path and MGW-2 transmits the user plane data to MGW-1 and MGW-1 transmits the user plane data to the Target BSS via the Target MGW. When the UE-1 leaves the serving BSS-1 and begins sending UL data to the Target BSS via the Target MGW, that data will then be received via the A-interface leg at the serving BSS-2.

NOTE 2:
Possible bicasting for lawful interception may have been activated earlier when LCLS was established in the BSS-1 /BSS-2 (not shown here) and was indicated with the LCLS-Configuration IE in step 4 and applies to both call legs. If LCLS bicasting was not activated the LCLS-Configuration value is "Connect" (i.e. no bicasting) in step 4, but the value of the LCLS-Connection-Status-Control in step 7a is "BicastatHandover", which applies only for this call leg.

8c.
The BSS-2 sends the LCLS_Connect_Control_Ack message with the LCLS-BSS-Status IE set to "the call is locally switched".
9a and 9b. In accordance with normal handover the MSC-1 server requests MGW-1 to isolate the termination towards Target MGW (T3) from the termination to the Serving BSS-1 (TS) and to configure the Anchor termination (TA) one-way DL towards the Target MGW termination (T3). 
10.
MSC-Server 1 sends IAM (Initial Address Message) to Target MSC-Server including GCR and configures the LCLS-Negotiation IE.

NOTE 3:
Corresponding SIP-I signalling is specified in 3GPP TS 23.231 [3].

11a and 11b. 
Target-MSC-Server reserves bearer connection T4 towards MGW-1.
12.
After Target MGW has replied with the bearer address and the binding reference, Target MSC-Server returns APM with selected codec and LCLS-Negotiation IE.

13.
The Target MSC-Server sends ACM (Address Complete Message). Target MSC-Server awaits the capturing of the UE-1 on the radio path when the ACM is sent and the Anchor MSC-1 server initiates the handover execution when receiving ACM.
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Figure 8.4.2.1.4.2.2: Inter-MSC Handover that breaks LCLS when user plane active, completion phase
14.
MSC-1 server sends Handover Command to BSS-1.
15.
BSS-1 sends handover command to UE-1. BSS-1 will discard incoming user plane data send to UE-1 received from CN. If BSS-2 was not instructed to prepare for LCLS related handover in Step 8a, the BSS-2 starts bi-casting UP user plane data generated by UE-2 to local path and A interface and also starts to check whether there is incoming DL user plane data from the core network.

NOTE 4: 
there is no situation where BSS-2 will receive real DL user plane data from the CN at the same time as it receives local data from UE-1 as part of the handover. 
16.
UE-1 is detected at target BSS. But still no UL data can be sent from target BSS to MGW-1 because TA-T3 is one-way DL only. MGW-1 will continue to transmit DL user plane data to the target BSS-1. BSS-2 continues to bi-cast user plane data to both local path and to the A interface.

17.
Target MSC-Server sends MAP-Process-Access-Signal request to the MSC-1 server.

18a - 18b.
The MSC-1 server uses the Change Flow Direction procedure to request the MGW-1 to set the Handover Device to intermediate state and TA-T3 to both-way configuration. When BSS-2 finds out there is DL user plane data, BSS-2 will transmit the DL user plane data to UE-2.
19.
Handover Complete is received from target BSS with LCLS-BSS-status indicating that the call cannot be locally switched.
20.
A-HO-DETECT/COMPLETE when received is included in the MAP SendEndSignalling Request message sent to the MSC-1 server.
21.
Target MSC-Server sends ANSWER with the LCLS-status when A-HO-DETECT/COMPLETE is received.

22.
MSC-1 server informs BSS-1 to clear the old call leg.
23.
MSC-1 server sends LCLS Status Update message with LCLS status "LCLS disconnected" to MSC-2 server.

NOTE 5:
When BICC is used as the call control protocol the APM message is sent. When SIP-I is used the INFO request with the encapsulated APM message is sent.

24.
Serving BSS-2 informs MSC-2 server that LCLS is broken via LCLS-Notification.
NOTE 6: 
There is no need to send LCLS-Notification from BSS-1 after receiving the Clear command since Clear Complete indicates that LCLS was disconnected.
25.
BSS-1 informs MSC-1 server that the resource for the UE-1 has been released and BSS-2 stops bi-casting.
26a and 26b.
The MSC-1 server requests MGW-1 to set the Handover Device to its final state by removing the bearer termination TS towards BSC-1 using the Release Termination procedure.
8.4.2.2
Inter-MSC Handover that establishes Local Switching
8.4.2.2.1
General 

When LCLS is not established for a call and an inter-MSC handover occurs that makes the call local, the call should be locally switched in the BSS. The Inter-MSC handover procedures specified in 3GPP TS 23.009 [9], 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3] shall be followed. The following clauses describe the additional requirements for inter-MSC handovers that establish LCLS and the differences compared to Inter-MSC handovers that break LCLS are identified.

8.4.2.2.2
MSC-1 / MGW-1

8.4.2.2.2.1
Handover Required

When MSC-1 Server receives the Handover Required message from the serving BSS and determines that the call shall be handed over to the Target MSC Server, it shall send the GCR of the call and LCLS negotiation IE to the Target MSC Server in a MAP Prepare-Handover_Request message. 

8.4.2.2.2.2
Handover Request Acknowledge

When MSC-1 Server receives the MAP Prepare_Handover_Response including Handover_Request_Acknowledgement message with a LCLS-BSS-Status IE the Anchor MSC-1 Server configures the bearer terminations in MGW-1 and sends the GCR and LCLS-Negotiation information to the target MSC-Server.

8.4.2.2.2.3
Bearer establishment between MGW-1 and Target MGW

The handling of the bearer establishment between MGW-1 and Target MGW is as described in subclause 6.1 for a Basic Mobile Originating Call. The MSC server shall also use the Change Flow Direction procedure to request the MGW-1 to set the Handover Device to the initial state. 

8.4.2.2.2.4
MGW Flow Direction Control

In accordance with the normal handover case the MGW-1 isolates the termination towards the Target MGW (T2) from the termination to the Serving BSS (TS) and configures the Anchor termination (T1) one-way DL towards the Target MGW termination (T2). Termination to the Serving BSS (TS) is both-way connected to Anchor termination (T1) since it is also receiving UL user data from termination to the Serving BSS (TS). 
8.4.2.2.2.5
Handover Command/Handover Detect

The MSC-1 Server shall use the Change Flow Direction procedure to requests the MGW-1 to set the Handover Device to intermediate state.

8.4.2.2.2.6
Handover Complete

When the MSC-1 Server receives the Handover Complete message, it releases the A-interface line towards BSS-1. The MSC-1 Server also requests MGW-1 to set the Handover Device to its final state by removing the bearer termination towards the BSS-1. 

When LCLS has been established during the handover procedure, the target BSS informs the target MSC-Server that the call has been locally switched in the Handover Complete message,
8.4.2.2.3
Target MSC Server / Target MGW

8.4.2.2.3.1
Prepare Handover Request message and MGW selection

The Target MSC server selects the Target MGW when it receives Prepare Handover Request message. The Target MSC server sends the Handover Request message to the Target BSS as for the normal case but shall include the GCR IE, the LCLS-Configuration IE and the LCLS-Connection-Status-Control IE set to "Connect". 

8.4.2.2.3.2
Handover Request Acknowledge

If the Target BSS supports the LCLS feature it shall include the LCLS-BSS-Status IE in the Handover Request Acknowledge message in order to inform the Target MSC Server that the BSS supports LCLS. The Target MSC Server sends the same information in the MAP Prepare Handover Response message to the MSC-1 Server. 

8.4.2.2.3.3
Bearer establishment towards Target BSS

When the Target MSC Server has selected the Target MGW it requests the Target MGW to seize a TDM circuit if AoTDM using the Reserve Circuit procedure, or an IP termination if AoIP using the reserve Connection Point procedure as for the normal handover procedure. The Target MSC Server sends the Handover Request message to the Target BSS containing the CIC for AoTDM or the IP addresses and UDP ports received from the target MGW if AoIP.

8.4.2.2.3.4
Bearer establishment between MGW-1 and Target MGW

The handling of the bearer establishment between MGW-1 and Target MGW is as described for basic mobile terminating call in subclause 6.2.

Editor's Note:
There is one case of inter MSC handover that possibly works wrong and requires further analysis. The Target MSC Server/BSS supports LCLS but there is a MSC-Server that does not support LCLS between the anchor MSC-1 Server and the Target MSC Server. This is recognised in the Target MSC when it receives the BICC IAM without a LCLS-Negotiation, but at that point Target MSC Server has already sent the LCLS information (received with MAP Prepare Handover Request) to the Target BSS in the Handover request message.
8.4.2.2.4
Example of Inter-MSC Handover that establishes Local Switching
8.4.2.2.4.1
Connection Model

Figure 8.4.2.2.4.1.1 shows the network model for the Basic Inter-MSC GSM to GSM handover when LCLS is established as a result of the handover. The dashed line in green represents call control signalling and the dashed line in blue represents the user plane connection path via the core network, which should be used if LCLS is not established or after LCLS is broken. The non-dotted lines represent the bearer carrying real user plane data. In MGW-1 the bearer termination TS is used for the bearer towards BSS-1, bearer termination T1 is used for the bearer towards the succeeding/preceding MGW, that is MGW-2 and bearer termination T2 is used towards the Target MGW. In MGW-2 the bearer termination T4 is used for the bearer towards BSS-2 and bearer termination T3 is used for the bearer towards MGW-1. In Target-MGW the bearer termination TT is used towards the Target-BSS and bearer termination T5 is used towards MGW-1.

In this example scenario the Handover Device is located in MGW-1 selected for the call establishment by the MSC-1 server, which controls the call and mobility management.
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Figure 8.4.2.2.4.1.1: Basic Inter-MSC GSM to GSM Handover (network model)

8.4.2.2.4.2
Basic Sequence

Figures 8.4.2.2.4.2.1 and 8.4.2.2.4.2.2 show the message sequence example for the Basic Inter-MSC GSM to GSM Handover shown in the corresponding network model Figure 8.4.2.2.4.1.1. The Handover Device is located in MGW-1 selected for the call establishment by the MSC-1 server, which controls the call and the mobility management. The description is based on 3GPP TS 23.009 [9], 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3].
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Figure 8.4.2.2.4.2.1: Initial phase of Inter-MSC Handover establishing Local Switching

1.
HO Required is received from BSS-1 requesting an inter-MSC handover. The call is currently not locally switched.
2.
The MSC-1 server determines that inter-MSC handover is required and sends the Pre-Handover Request message to target MSC-Server which includes LCLS Negotiation and GCR.
3a and 3b. Target-MSC-Server reserves circuit or Connection Point towards the Target-BSS
4.
Target MSC-Server sends HO request to target BSS with GCR and instructs the BSS to prepare to connect LCLS. The LCLS-Configuration IE can instruct the BSS to bi-cast user plane data, if applicable.
5.
Target BSS performs call leg correlation with GCR to find if another call leg is active with same GCR. The BSS reports in HO Request Acknowledge that the local call was found but LCLS is not yet established. 

6a and 6b.
(These signalling steps are only applicable to AoIP.) When the Target MSC-Server receives the BSSMAP Handover Request-Ack message, it sends the BSC-B IP address and UDP Port number to the MGW-B using the Configure RTP Connection Point procedure.

7.
The Target MSC-Server sends the Prepare Handover Response message to MSC-1 server.

8a and 8b. In accordance with normal handover the MSC-1 server requests MGW-1 to isolate the termination towards Target MGW (T2) from the termination to the Serving BSS-1 (TS) and to configure the Anchor termination (T1) one-way DL towards the Target MGW termination (T2). 
9. 
MSC-Server 1 sends IAM (Initial Address Message) to Target MSC-Server including GCR and configures the LCLS-Negotiation IE.
NOTE 1: Corresponding SIP-I signalling is specified in 3GPP TS 23.231 [3].
NOTE 2: The LCLS-Negotiation IE in step 9 can be different from LCLS Negotiation IE in step 2, because step 9 is BICC signalling and the IE value can be changed by intermediate MSC-Servers.
10a and 10b. Target MSC-Server reserves bearer connection T5 towards MGW-1.
11.
After Target MGW has replied with the bearer address and the binding reference (Step 10b), the Target MSC-Server returns APM with selected codec plus LCLS-Negotiation IE.
12.
Target MSC-Server sends ACM (Address Complete Message). Target MSC-Server awaits the capturing of the UE-1 on the radio path when the ACM is sent and MSC-1 server initiates the handover execution when receiving ACM.
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Figure 8.4.2.2.4.2.2: Completion phase of Inter-MSC Handover establishing Local Switching

13 - 18. 
When the local switching has been established during the handover procedure, the target BSS shall inform the target MSC-Server that the call has been locally switched in HANDOVER COMPLETE, and the target BSS shall also send a new message LCLS-Notification with LCLS-BSS-Status IE to inform the MSC-2 server that the local switching has been established. In steps 16a and 16b the MSC-1 server configures MGW-1 for the completion of the handover.
19.
 A-HO-DETECT/COMPLETE when received is included in the MAP-Send-End-Signal request and send back to the MSC-1 server.
20.
Target MSC-Server sends ANSWER when A-HO-DETECT/COMPLETE is received.
21a. and 21b. 
MSC-Server 1 clears the call in BSS-1.

22a. and 22b MSC-1 server releases the bearer termination towards BSS-1.

23.
Target MSC-Server informs the MSC-1 server about the LCLS Status.

24.
MSC-1 server (Anchor MSC-Server) sends LCLS-Status-Update message to the far end MSC-2 server.

NOTE 3:
When BICC is used as the call control protocol the APM message is sent. When SIP-I is used the INFO request with the encapsulated APM message is sent.

25.
Local switching is established in the BSS.
8.4.2.3
Inter-MSC Handover that leaves a not Locally Switched Call unchanged
In this scenario it is assumed that LCLS was not established before the Inter-MSC handover. When one call leg is handed over to another MSC-Server, the call may still remain not local and LCLS cannot be established for the call and the LCLS status of the call is not changed.

For the Anchor MSC-1 server and Target MSC server this Inter-MSC handover is similar to the Inter-MSC handover that establishes LCLS as described in subclause 8.4.2.2.4.2 until Step 17, but in this case in Step 17 the Target BSS sends the Handover Complete message, where the LCLS-BSS-Status IE indicates that the call is not possible to be locally switched. The handover procedure is completed as for a non-local call, LCLS is not established and the LCLS Status in the core network is not changed. 

8.4.3
Subsequent Inter-MSC GSM to GSM Handover back to the Anchor MSC

FFS

8.4.4
Subsequent GSM to GSM Handover to a third MSC

FFS
8.5
Handling of GSM Services after UMTS to GSM Handover
<This section shall provide a comparison of the GSM Services after UMTS to GSM Handover procedures and call flows as compared to the related sections in 3GPP 23.205 for the BICC based CS Core Network, e.g. BSS Internal Handover >
9
Compatibility Issues

9.1
Compatibility Issues for Nc Interface

A Release 10 (or later) (G)MSC-S implementing a BICC based Nc interface supporting the LCLS feature, is backward compatible with a Release 9 (or earlier) (G)MSC-S implementing the procedures defined in 3GPP TS 29.205 [6].
A Release 10 (or later) (G)MSC-S implementing a SIP-I based Nc interface supporting the LCLS feature, is backward compatible with a Release 9 (or earlier) (G)MSC-S implementing the procedures defined in 3GPP TS 29.231 [10].
9.2
Compatibility Issues for Mc Interface

A Release 10 (or later) (G)MSC-S or MGW implementing the LCLS feature, is backward compatible with a Release 9 (or earlier) (G)MSC-S or MGW implementing the procedures defined in 3GPP TS 29.232 [11].
9.3
Compatibility Issues for A Interface

A Release 10 (or later) (G)MSC-S or BSS implementing the LCLS feature, is backward compatible with a Release 9 (or earlier) (G)MSC-S or BSS implementing the procedures defined in 3GPP TS 48.008 [7].
10

General (G)MSC server-MGW Procedures

LCLS does not modify the general (G)MSC server-MGW procedures as shown in 3GPP TS 23.205 [2].
Editor's Note:

It is for further study whether an optional H.248 package and procedure to notify the MGW that the call is a local call local switch call are needed.

11
Identities

11.1
General

The Identities defined in 3GPP TS 23.205 [2] for BICC based CS Core network and in 3GPP TS 23.231 [3] for SIP-I with the following additions.

11.2
Global Call Reference

The Global Call Reference (GCR) IE is derived from the ITU-T Global Call Reference parameter (defined by ITU-T Q.1902.3 [5]). 

The Global Call Reference (GCR) information element is a combination of a Network ID field, a Node ID field and a Call Reference ID field. The Call Reference ID field for LCLS is defined to contain a unique call ID and the originating BSS ID which is a unique identifier of a Base Station Subsystem. The complete parameter layout is specified in 3GPP TS 29.205 [6].
The GCR is exchanged on the Nc and A interfaces to globally identify the call.

12
Operational Aspects

<This section shall contain references to the sections detailing Operational Impacts in 3GPP TS 23.205 for BICC based CS Core network and 3GPP TS 23.231 for SIP-I based CS Core Network.  It shall also detail any additional Operational Aspects required to support LCLS>

12.1
Charging
<This section shall contain references to the sections detailing Charging impacts in 3GPP TS 23.205 for BICC based CS Core network and 3GPP TS 23.231 for SIP-I based CS Core Network.  It shall also detail any additional Charging impacts required to support LCLS>
13
Interactions with Other Services
13.1
Enhanced Multi-Level Precedence and Pre-emption service (eMLPP)

No impact. eMLPP is always done during call set-up and handled by the MSC Server and therefore such calls can be locally switched.

13.2
Call Deflection Service

No impact. The call deflection service is signalling based and there are no LCLS related requirements for the call deflection service.
Editor's Note:

The call deflection (CD) supplementary service the same handling as for Call Forwarding services should be applied but still details are needed since the redirection may occur immediately as a response to the set-up message of the access or during the alerting phase.

13.3
Line identification Services

13.3.1
Calling Line Identification Presentation (CLIP)

No impact. The line identification related services are signalling based and there are no LCLS related requirements for the Calling Line Identification Presentation (CLIP) service.

13.3.2
Calling Line Identification Restriction (CLIR)

No impact. The line identification related services are signalling based and there are no LCLS related requirements for the Calling Line Identification Restriction (CLIR) service.

13.3.3
Connected Line Identification Presentation (COLP)

No impact. The line identification related services are signalling based and there are no LCLS related requirements for the Connected Line Identification Presentation (COLP) service.

13.3.4
Connected Line Identification Restriction (COLR)

No impact. The line identification related services are signalling based and there are no LCLS related requirements for the Connected Line Identification Restriction (COLR) service.

13.4
Call Forwarding Services

13.4.1
Principles

The procedures specified for the Call Forwarding services in 3GPP TS 23.205 [2] sub-clause 13.4 for BICC based CS Core Network and in 3GPP TS 23.231 [3] sub-clause 13.4 for SIP-I based CS Core Network shall be followed. The following sub-clauses describe the additional requirements related to the LCLS functionality.

13.4.2
Call Forwarding Unconditional (CFU)

13.4.2.1
Notification to the Calling Subscriber

If the GMSC server determines that a call should be forwarded without being offered to the served mobile subscriber and the served mobile subscriber has requested that the calling subscriber shall receive a notification about the call forwarding, the GMSC server shall send a notification to the preceding node. If the GMSC server supports the LCLS feature and receives the LCLS-Negotiation IE from the preceding node it may modify the preferences based on its own requirements, as described in sub-clause 4.2, and it shall return the resulting LCLS-Negotiation IE to the preceding node.

If the notification is implemented using intermediate tones or announcements the GMSC server requests the MGW to play an announcement/tone to the calling party, as described in sub-clause 14.6, before establishing the call to the forwarded-to subscriber. 

13.4.2.2
Initial Addressing

If the incoming call is to be forwarded without being offered to the served mobile subscriber the call towards the forwarded-to subscriber is established as for a basic call. After the possible generation of in-band information has been completed the initial addressing towards the forwarded-to subscriber is performed as described in the clause 6 for the basic mobile terminating call. If the GMSC server supports the LCLS feature and receives the GCR IE and LCLS-Negotiation IE from a preceding node in the IAM it shall forward the GCR and the resulting LCLS-Negotiation IE to the succeeding node.

13.4.2.3
Backward LCLS Negotiation

The procedure specified in sub-clause 6.2.1.2.2 for the intermediate node and in sub-clause 6.1.1.4 for the oMSC server shall be applied.

13.4.2.4
LCLS Through-Connection

The procedure specified in sub-clause 6.1.1.5 shall be applied.

13.4.2.5
Example

13.4.2.5.1
Connection Model

Figure 13.4.2.5.1.1 shows the network model for call forwarding unconditional. The oMSC server seizes one context with two bearer terminations in the oMGW. The bearer termination T1 is used for the bearer towards the oBSS (calling subscriber) and the bearer termination T2 is used for the bearer towards the GMSC selected iMGW. The GMSC server seizes one context with two bearer terminations in the iMGW. The bearer termination T4 is used for the bearer towards the tMSC server selected tMGW and the bearer termination T3 is used for the bearer towards the preceding oMGW. The tMSC server seizes one context with two bearer terminations in the tMGW. The bearer termination T5 is used for the bearer towards the GMSC selected iMGW and bearer termination T6 is used for the bearer towards the tBSS (forwarded-to subscriber). 
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Connection Model 1: Before CFU, Announcement towards Calling Party
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Connection Model 2: After CFU and answer, Call is locally switched

Figure 13.4.2.5.1.1: Connection Model for Call Forwarding Unconditional

13.4.2.5.2
Basic Sequence

Figures 13.4.2.5.2.1 and 13.4.2.5.2.2 show the message sequence example for the call forwarding unconditional with a possible notification to the calling party using an announcement. In the example the GMSC server optionally requests the MGW to play an announcement and to notify the announcement completion, after the bearer to the incoming side has been established. When the possible announcement has completed the GMSC server requests the establishment of the call and the bearer towards the forward-to subscriber. 

In this example the calling subscriber (oUE) and the forwarded-to subscriber (tUE) belong to the same BSS (marked as oBSS and tBSS) and the CN permits LCLS. The example is based on examples from clause 6.
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3. Retrieve oBSS ID

and use it to generate 

Global Call Reference.

1.oUE accesses oMSC:Service Request + CL3

2. SETUP

4. IAM[Codec List,GCR, LCLS-Negotiation]

7.APM [SC, ACL, LCLS-Negotiation]

6. Add network side termination:

ADD request ($) / ADD reply (T3)

8a. Add network side termination:

ADD request ($) / ADD reply (T2)

Network side Bearer Establishment

8b. Add access side termination:

ADD request ($) / ADD reply (T1)

Context (iC)

Context (oC)

Context (oC)

10. ASSIGNMENT COMPLETE(LCLS-BSS-

Status= "call not possible to be locally switched")

9. ASSIGNMENT REQUEST(GCR,

LCLS-Configuration)

Access side 

Bearer 

Establishment

11. BICC COT

13. MOD (T3): play 

announcement / send tone

12. ACM [BCI=no indication, Generic 

Notification indicator=call is diverting

Context (iC)

NOTE: For AoTDM 

step 8b is: ADD (T1).

5. HLR Interrogation: CFU service active 

and calling party should be notified

 Announcement / Tone

14. FACILITY with call forwarding notification


Figure 13.4.2.5.2.1: CFU, Call Establishment Flow

1.

Service Request handling.

2.

Originating Call SETUP.

3.

If the oMSC server supports LCLS it retrieves the oBSS ID and generates the Global Call Reference for the call. 
4.

The oMSC server sends the IAM message including supported codecs list, GCR with encapsulated oBSS ID, and configures the LCLS-Negotiation IE. 

5.
The GMSC server determines that call should be forwarded because of the Call Forwarding Unconditional supplementary service and that notification should be send towards the calling party (oUE).

6.

Since bearer must be established for the announcement/tone to be sent to the calling party the GMSC server selects the MGW and requests the seizure of the incoming network side bearer termination (T3).

7.

The GMSC server transfers the APM message with the selected codec and since LCLS is supported the currently negotiated LCLS-Negotiation IE.

8a.

When the bearer information is received the oMSC server requests the seizure of the network side bearer termination (T2).

8b.

After the network side bearer information is seized the oMSC server requests the seizure of the access side
bearer termination (T1).
During the seizure of the network side or the access side bearer termination the oMSC server will also request the oMGW to through-connect the bearer terminations so that the bearer will be backward through-connected.

9.

The oMSC server determines whether LCLS is allowed in the core network based on the returned LCLS-Negotiation IE and if so the oMSC server includes the LCLS-Configuration IE in the ASSIGNMENT REQUEST message along with the GCR IE.

10.

The oBSS returns the ASSIGNMENT COMPLETE message with the LCLS-BSS-Status IE indicating "call not possible to be locally switched". 

11.

When the access assignment is completed the oMSC server sends the Continuity (COT) message to the GMSC server.

12.
The GMSC server sends the ACM message with the Generic Notification Indicator parameter set to "Call is diverting".

13.
The GMSC server provides the iMGW with the announcement/tone identification and requests the iMGW to notify the announcement/tone completion using the Play Announcement or Send Tone procedure.

14.
The oMSC server notifies the calling user (oUE) about call forwarding.
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16. IAM[Codec List,GCR, LCLS-Negotiation]

17. Paging tUE

Paging response+ CL3 

18. SETUP

19.Call Confirmed

20. Add network side termination: 

ADD request ($)/ADD reply (T5)

Network side Bearer Establishment

21.APM [SCt, ACLt, LCLS-Negotiation]

22.APM [SCt, ACLt, LCLS-Negotiation]

Context (tC)

23. Store new value of LCLS-Negotiation IE if different from previously 

received value and mark "LCLS-Configuration update needed". If codec 

modification is required performed it according to 3GPP TS 23.153 . 

24. For succeeding signalling sequence see basic call establishment, figures 6.3.2.2 and 6.3.2.3, steps 18 -32

15. NOTIFY (T3): 

Announcement / Tone completed

Context (iC)

25. If "LCLS-Configuration update needed"

determine new value of LCLS-Configuration IE 

28.LCLS status update:

BICC APM [LCLS-Status= "LCLS connected"]

27a.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status= "call is locally switched")

26.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = 

"connect", [LCLS-Configuration]) 

27b.LCLS_NOTIFICATION (LCLS-BSS-

Status= "call is locally switched")  

29.LCLS status update:

BICC APM [LCLS-Status= "LCLS connected"]

Call is locally Switched


Figure 13.4.2.5.2.2: CFU, Call Establishment Flow (continuation of figure 13.4.2.5.2.1)

15.
The iMGW notifies the GMSC server when the announcement/tone is completed using the Announcement Completed or Tone Completed procedure.

16.
If the GMSC server supports LCLS it may modify the LCLS-Negotiation IE before sending the IAM message containing the GCR with the encapsulated oBSS ID and the LCLS-Negotiation IE.

17.
The tMSC server pages the forwarded-to subscriber (tUE). 
18.

The tMSC server performs call Setup.

19.

The tUE confirms the call. 

20.

The tMSC server requests the tMGW to prepare for the network side bearer establishment (T5).

21.

After the tMGW has replied with the bearer address and the binding reference the tMSC server returns the APM message with the selected codec and if LCLS is supported, the LCLS-Negotiation IE.

22.
The GMSC server transfers the APM message with the LCLS-Negotiation IE. If codec modification is required then the GMSC server initiates codec negotiation according to 3GPP TS 23.153 [4], and includes the codec related information within the same APM message.

23.

Based on the returned LCLS-Negotiation IE the oMSC server determines whether LCLS is allowed in the core network and if LCLS-Configuration update is needed. 
If codec modification is required then the oMSC server performs codec negotiation according to 3GPP TS 23.153 [4].

24.
When performing further call establishment the procedure between the calling subscriber (oUE) and the forwarded-to subscriber (tUE) is the same as specified in steps 18 - 32 of sub-clause 6.3.2.1.

25.

Since the received ANM message indicated "LCLS is feasible but not yet connected" the oMSC server checks if LCLS-Configuration updated is needed and if so the oMSC server calculates the new LCLS-Configuration value based on the latest received LCLS-Negotiation IE. 

26.
The oMSC server requests the oBSS to connect LCLS and if configuration updated is needed, it includes the LCLS-Configuration IE in the LCLS_CONNECT_CONTROL message.

Editor's Note:

if codecs need to be modified for TrFO (AoIP) then an alternative approach may be needed – either Assignment (modify) or Handover Enquiry? 

27a.
Since the BSS has received the through connect request for both call legs the oBSS returns the LCLS_CONNECT_CONTROL_ACK message with the LCLS-BSS-Status IE set to "the call is locally switched".

27b.
Since the BSS has received the through connect request for both call legs the tBSS signals the LCLS status change by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "the call is locally switched".

28.

The oMSC server signals the change of the LCLS status through the Core Network by sending the APM message with the LCLS-Status IE set to "LCLS connected".

29.

The iMSC server transfers the change of the LCLS status to the tMSC server.

13.4.3
Call Forwarding on mobile subscriber Busy (CFB)

13.4.3.1
Network Determined User Busy (NDUB)

13.4.3.1.1
General

The incoming call that meets mobile subscriber busy with the condition Network Determined User Busy (NDUB) shall be forwarded towards the forwarded-to subscriber without being offered to the served mobile subscriber. The basic call establishment procedures defined in the clause 6 shall be followed for the call towards the forwarded-to subscriber.

13.4.3.1.2
Notification to the Calling Subscriber

If the GMSC server determines that a call should be forwarded without being offered to the served mobile subscriber and the served mobile subscriber has requested that the calling subscriber shall receive a notification about the call forwarding, the GMSC server shall send a notification to the preceding node. If the GMSC server supports the LCLS feature and receives the LCLS-Negotiation IE from the preceding node it may modify the preferences based on its own requirements, as described in sub-clause 4.2, and it shall return the resulting LCLS-Negotiation IE to the preceding node. 

If the notification is implemented using intermediate tones or announcements the GMSC server requests the MGW to play an announcement/tone to the calling party, as described in sub-clause 14.6, before establishing the call to the forwarded-to subscriber.

13.4.3.1.3
Initial Addressing

If the incoming call is to be forwarded without being offered to the served mobile subscriber the call towards the forwarded-to subscriber is established as for a basic call. After the possible generation of in-band information has been completed the initial addressing towards the forwarded-to subscriber is performed as described in the clause 6 for the basic mobile terminating call. If the GMSC server supports the LCLS feature and receives the GCR IE and LCLS-Negotiation IE from a preceding node in the IAM it shall forward the GCR and the resulting LCLS-Negotiation IE to the succeeding node.

13.4.3.1.4
Backward LCLS Negotiation

The procedure specified in sub-clause 6.2.1.2.2 for the intermediate node and in sub-clause 6.1.1.4 for the oMSC server shall be applied.

13.4.3.1.5
LCLS Through-Connection

The procedure specified in sub-clause 6.1.1.5 shall be applied.

13.4.3.1.6
Example

The same example as for Call Forwarding Unconditional applies.

13.4.3.2
User Determined User Busy (UDUB)

13.4.3.2.1
General

The incoming call shall be offered to the served subscriber as a normal call. When the call meets mobile subscriber busy with the condition User Determined User Busy (UDUB) it shall be forwarded towards the forwarded-to subscriber. The basic call establishment procedures defined in the clause 6 shall be followed for the call towards the forwarded-to subscriber.

13.4.3.2.2
Call Clearing to the Served Subscriber

When the MSC server determines that the call shall be forwarded due to the UDUB it shall release the call leg towards the served subscriber as described in the sub-clause 7.1 for call clearing.

13.4.3.2.3
Notification to the Calling Subscriber

If the MSC server determines that a call should be forwarded and the served mobile subscriber has requested that the calling subscriber shall receive a notification about the call forwarding, the MSC server shall send a notification to the preceding node.

If the notification is implemented using intermediate tones or announcements the MSC server requests the MGW to play an announcement/tone to the calling party, as described in sub-clause 14.6, before establishing the call to the forwarded-to subscriber.

13.4.3.2.4
Initial Addressing

If the incoming call is to be forwarded the call towards the forwarded-to subscriber is established as for a basic call. After the possible generation of in-band information has been completed the initial addressing towards the forwarded-to subscriber is performed as described in the clause 6 for the basic mobile terminating call. If the forwarding MSC server supports the LCLS feature and has received the GCR IE and LCLS-Negotiation IE from a preceding node in the IAM it shall then forward the GCR IE and the resulting LCLS-Negotiation IE to the succeeding node.

NOTE: 
If LCLS has been successfully negotiated to this point the oMSC will have received back the LCLS-Negotiation and LCLS Status may have indicated that the call can be locally switched but since the called subscriber did not answer the call is still switched through the CN at this point.

13.4.3.2.5
Backward LCLS Negotiation

The procedure specified in sub-clause 6.2.1.2.2 for the intermediate node and in sub-clause 6.1.1.4 for the oMSC server shall be applied.

13.4.3.1.6
LCLS Through-Connection

The procedure specified in sub-clause 6.1.1.5 shall be applied.

13.4.3.2.7
Example

13.4.3.2.7.1
Connection Model

Figure 13.4.3.2.7.1.1 shows the network model for call forwarding busy UDUB. 

The oMSC server seizes one context with two bearer terminations in the oMGW. The bearer termination T1 is used for the bearer towards the oBSS (calling subscriber) and the bearer termination T2 is used for the bearer towards the GMSC selected iMGW. The GMSC server seizes one context with two bearer terminations in the iMGW. The bearer termination T4 is used for the bearer towards the sMSC server selected sMGW and the bearer termination T3 is used for the bearer towards the preceding oMGW. The sMSC server seizes one context with two bearer terminations in the sMGW. The bearer termination T5 is used for the bearer towards the GMSC selected iMGW and bearer termination Ts is used for the bearer towards the sBSS (served subscriber).

After call forwarding busy UDUB is detected the sMSC server replaces the bearer termination for the served mobile subscriber Ts with the bearer termination for the forwarded-to subscriber T6 in an existing context in the sMGW. 

The tMSC server seizes one context with two bearer terminations in the tMGW. The bearer termination T7 is used for the bearer towards the sMSC selected sMGW and bearer termination T8 is used for the bearer towards the tBSS (forwarded-to subscriber).
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Connection Model 1: Before CFB (UDUB)


[image: image49.emf]oMGW

T

1

T

2

oMSC-S

oUE

Control 

Signalling

iMGW

T

3

T

4

GMSC-S

oC

iC

oBSS

sMGW

T

5

sMSC-S

sC


Connection Model 2: After CFB (UDUB), Announcement towards calling party
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Connection Model 3: CFB (UDUB), After Answer, Call locally switched 

Figure 13.4.3.2.7.1.1:
Connection Model for Call Forwarding Busy UDUB

13.4.3.2.7.2
Basic Sequence

Figure 13.4.3.2.7.2.1 shows the message sequence example for the call forwarding UDUB with a possible notification to the calling party using an announcement. In the example the sMSC server optionally requests the sMGW to play an announcement and to notify the announcement completion, after the bearer to the incoming side has been established. When the possible announcement has completed the sMSC server requests the establishment of the call and the bearer towards the forward-to subscriber. This example is based on examples from clause 6.
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For call establishment towards served subscriber sUE see basic call establishment, figures 6.3.2.1 and 6.3.2.2

1. CFB service active & calling party should 

be notified; expiry of no reply condition timer 

4. MOD (T5): play 

announcement / send tone

3. CPG [Generic Notification 

indicator=call is diverting]

Context (sC)

5. CPG [Generic Notification 

indicator=call is diverting]

7. NOTIFY (T5): Announcement / 

Tone completed

Context (sC)

 Announcement / Tone

6. FACILITY with call forwarding 

notification

2. Release termination to served UE:

SUB request (Ts) / SUB reply (Ts)

Context (sC)

8. IAM[Codec List,GCR, LCLS-Negotiation]

9. For call establishment towards forwarded-to 

subscriber tUE see basic call establishment, figure 

6.3.2.1

10.APM [SCt, ACLt, LCLS-Negotiation]

11.APM [SCt, ACLt, LCLS-Negotiation]

12.APM [SCt, ACLt, LCLS-Negotiation]

13.For succeeding signalling sequence see Call Forwarding Unconditional, figure 13.4.2.5.2.2 steps 23 -29.


Figure 13.4.3.2.7.2.1:
CFB UDUB, Call establishment flow

1.
The sMSC server determines that call should be forwarded because of the Call Forwarding Busy UDUB supplementary service and that notification should be send towards the calling party (oUE).

2.

The sMSC server orders the sMGW to remove the bearer termination (Ts) towards the served mobile subscriber (in case when the radio resources had already been allocated in the sMGW).

3.
The sMSC server sends the CPG message with the Generic Notification Indicator parameter set to "Call is diverting".

4.
The sMSC server provides the sMGW with the announcement/tone identification and requests the sMGW to notify the announcement/tone completion using the Play Announcement or Send Tone procedure.

5.
The GMSC server sends the CPG message with the Generic Notification Indicator parameter set to "Call is diverting".

6.
The oMSC server notifies the calling user (oUE) about call forwarding.

7.
The sMGW notifies the sMSC server when the announcement/tone is completed using the Announcement Completed or Tone Completed procedure.

8.
If the sMSC server supports LCLS it may modify the LCLS-Negotiation IE before sending the IAM message containing the GCR with the encapsulated oBSS ID and the LCLS-Negotiation IE.

9.
When performing further call establishment towards the forwarded-to subscriber see clause 6 and the procedure specified for mobile originating call.

10.
The tMSC server returns the APM message with the selected codec and if LCLS is supported, the LCLS-Negotiation IE.

11.
The sMSC server transfers the APM message with the LCLS-Negotiation IE. If codec modification is required then the sMSC server includes the codec related information within the same APM message.

12.
The GMSC server transfers the APM message.

13.
When performing further call establishment see signalling sequence for Call Forwarding Unconditional, figure 13.4.2.5.2.2, steps 23 -29.

13.4.4
Call Forwarding on No Reply (CFNRy)

13.4.4.1
General

The incoming call shall be offered to the served subscriber as a normal call. When the Call Forwarding on No Reply (CFNRy) supplementary service is active and if the call is not answered within the period of time defined by the no reply condition timer it shall be forwarded towards the forwarded-to subscriber. The basic call establishment procedures defined in the clause 6 shall be followed for the call towards the forwarded-to subscriber.

13.4.4.2
Call Clearing to the Served Subscriber

When the MSC server determines that the call shall be forwarded due to the CFNRy it shall release the call leg towards the served subscriber as described in the sub-clause 7.1 for call clearing.

13.4.4.3
Notification to the Calling Subscriber

If the MSC server determines that a call should be forwarded and the served mobile subscriber has requested that the calling subscriber shall receive a notification about the call forwarding, the MSC server shall send a notification to the preceding node.

If the notification is implemented using intermediate tones or announcements the MSC server requests the MGW to play an announcement/tone to the calling party, as described in sub-clause 14.6, before establishing the call to the forwarded-to subscriber.

13.4.4.4
Initial Addressing

If the incoming call is to be forwarded the call towards the forwarded-to subscriber is established as for a basic call. After the possible generation of in-band information has been completed the initial addressing towards the forwarded-to subscriber is performed as described in the clause 6 for the basic mobile terminating call. If the MSC server supports the LCLS feature and has received the GCR IE and LCLS-Negotiation IE from a preceding node in the IAM it shall then forward the GCR IE and the resulting LCLS-Negotiation IE to the succeeding node.

13.4.4.5
Backward LCLS Negotiation

The procedure specified in sub-clause 6.2.1.2.2 for the intermediate node and in sub-clause 6.1.1.4 for the oMSC server shall be applied.

13.4.4.6
LCLS Through-Connection

The procedure specified in sub-clause 6.1.1.5 shall be applied.

13.4.4.7
Example

13.4.4.7.1
Connection Model

Figure 13.4.4.7.1.1 shows the network model for Call Forwarding on No Reply (CFNRy). 

The oMSC server seizes one context with two bearer terminations in the oMGW. The bearer termination T1 is used for the bearer towards the oBSS (calling subscriber) and the bearer termination T2 is used for the bearer towards the GMSC selected iMGW. The GMSC server seizes one context with two bearer terminations in the iMGW. The bearer termination T4 is used for the bearer towards the sMSC server selected sMGW and the bearer termination T3 is used for the bearer towards the preceding oMGW. The sMSC server seizes one context with two bearer terminations in the sMGW. The bearer termination T5 is used for the bearer towards the GMSC selected iMGW and bearer termination Ts is used for the bearer towards the sBSS (served subscriber).

After Call Forwarding on No Reply is detected the sMSC server replaces the bearer termination for the served mobile subscriber Ts with the bearer termination for the forwarded-to subscriber T6 in an existing context in the sMGW. 

The tMSC server seizes one context with two bearer terminations in the tMGW. The bearer termination T7 is used for the bearer towards the sMSC selected sMGW and bearer termination T8 is used for the bearer towards the tBSS (forwarded-to subscriber).
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Connection Model 1: Before CFNRy
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Connection Model 2: After CFNRy, Announcement towards calling party


[image: image55.emf]oMGW

T

1

T

2

oMSC-S

Control 

Signalling

iMGW

T

3

T

4

GMSC-S

oC

iC

sMGW

T

5

sMSC-S

sC

T

6

tMGW

T

7

tMSC-S

tC

T

8

tUE

oUE

oBSS/ 

tBSS

User 

Plane 

Data

Non LCLS 

User Plane


Connection Model 3: CFNRy, After Answer, Call locally switched 

Figure 13.4.4.7.1.1:
Connection Model for Call Forwarding on No Reply

13.4.4.7.2
Basic Sequence

Figure 13.4.4.7.2.1 shows the message sequence example for the Call Forwarding on No Reply with a possible notification to the calling party using an announcement. In the example the sMSC server optionally requests the sMGW to play an announcement and to notify the announcement completion, after the bearer to the incoming side has been established. When the possible announcement has completed the sMSC server requests the establishment of the call and the bearer towards the forward-to subscriber. This example is based on examples from clause 6.
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For call establishment towards served subscriber sUE see basic call establishment, figures 6.3.2.1 and 6.3.2.2

1. CFNRy service active & calling party should 

be notified; expiry of no reply condition timer 

4. MOD (T5): play 

announcement / send tone

3. CPG [Generic Notification 

indicator=call is diverting]

Context (sC)

5. CPG [Generic Notification 

indicator=call is diverting]

7. NOTIFY (T5): Announcement / 

Tone completed

Context (sC)

 Announcement / Tone

6. FACILITY with call forwarding 

notification

2. Release termination to served UE:

SUB request (Ts) / SUB reply (Ts)

Context (sC)

8. IAM[Codec List,GCR, LCLS-Negotiation]

9. For call establishment towards forwarded-to 

subscriber tUE see basic call establishment, figure 

6.3.2.1

10.APM [SCt, ACLt, LCLS-Negotiation]

11.APM [SCt, ACLt, LCLS-Negotiation]

12.APM [SCt, ACLt, LCLS-Negotiation]

13.For succeeding signalling sequence see Call Forwarding Unconditional, figure 13.4.2.5.2.2 steps 23 -29.


Figure 13.4.4.7.2.1:
CFNRy, Call establishment flow

1.
The sMSC server determines that call should be forwarded because of the Call Forwarding on No Reply supplementary service and that notification should be send towards the calling party (oUE).

2.

The sMSC server orders the sMGW to remove the bearer termination (Ts) towards the served mobile subscriber (in case when the radio resources had already been allocated in the sMGW).

3.
The sMSC server sends the CPG message with the Generic Notification Indicator parameter set to "Call is diverting".

4.
The sMSC server provides the sMGW with the announcement/tone identification and requests the sMGW to notify the announcement/tone completion using the Play Announcement or Send Tone procedure.

5.
The GMSC server sends the CPG message with the Generic Notification Indicator parameter set to "Call is diverting".

6.
The oMSC server notifies the calling user (oUE) about call forwarding.

7.
The sMGW notifies the sMSC server when the announcement/tone is completed using the Announcement Completed or Tone Completed procedure.

8.
If the sMSC server supports LCLS it may modify the LCLS-Negotiation IE before sending the IAM message containing the GCR with the encapsulated oBSS ID and the LCLS-Negotiation IE.

9.
When performing further call establishment towards the forwarded-to subscriber see clause 6, the procedure specified for mobile originating call.

10.
The tMSC server returns the APM message with the selected codec and if LCLS is supported, the LCLS-Negotiation IE.

11.
The sMSC server transfers the APM message with the LCLS-Negotiation IE. If codec modification is required then the sMSC server includes the codec related information within the same APM message.

12.
The GMSC server transfers the APM message.

13.
When performing further call establishment see signalling sequence for Call Forwarding Unconditional, figure 13.4.2.5.2.2, steps 23 -29.

13.4.5
Call Forwarding on mobile subscriber Not Reachable (CFNRc)

13.4.5.1
General

The incoming call that meets mobile subscriber unreachable shall be forwarded towards the forwarded-to subscriber without being offered to the served mobile subscriber. The basic call establishment procedures defined in the clause 6 shall be followed for the call towards the forwarded-to subscriber.

13.4.5.2
Rerouting by HLR

The same handling as for Call Forwarding Unconditional applies.

13.4.5.3
Rerouting by VLR

The same handling as for Call Forwarding Unconditional applies.

13.5
Call Waiting (CW)

FFS.

13.6
Call Hold (CH)
13.6.1
Principles

The procedures specified for the Call Hold supplementary service in 3GPP TS 23.205 [2] sub-clause 13.6 for BICC based CS Core Network and in 3GPP TS 23.231 [3] sub-clause 13.6 for SIP-I based CS Core Network shall be followed with the following modifications:

-
The call establishment and call clearing procedures defined in clauses 6 and 7 shall be applied.
The following sub-clauses describe the additional requirements related to the LCLS functionality when the Call Hold supplementary service is activated for the locally switched call.

Editor's Note:

Call Hold with an establishment of a new call and alternate from one call to another need to be specified. 

13.6.2
Call Hold after Answer, LCLS established

13.6.2.1
Hold Request

When the UE makes a request for the hold function for the locally switched call the MSC server shall request a LCLS break procedure described in sub-clause 7.2.1 and shall mark call as "LCLS call prior to CH".

The MSC server shall request the MGW to interrupt the communication on the bearer by changing the through-connection of the bearer termination towards the served mobile subscriber to "inactive" or by using the Isolate Bearer Termination Procedure. 

If an announcement is to be applied to the held party the MSC shall apply the procedure for non LCLS call defined in 3GPP TS 23.205 [2] sub-clause 14.6 for BICC based CS Core Network and in 3GPP TS 23.231 [3] sub-clause 14.6 for SIP-I based CS Core Network.

13.6.2.2
Retrieval Request

When the UE makes a request to retrieve a held call the MSC server shall stop an announcement that was applied to the held party. The MSC shall request the MGW to re-establish communication to the held party by changing the through-connection of the bearer termination towards the served mobile subscriber to be both-way through-connected or by using the Join Bearer Termination Procedure.

If the call is marked as "LCLS call prior to CH" the MSC server shall request a LCLS re-establishment procedure described in sub-clause 7.3.1.

13.6.2.3
Example

13.6.2.3.1
Connection Model

Figure 13.6.2.3.1.1 shows the network model for Call Hold supplementary service when LCLS was established. The oMSC server seizes one context with two bearer terminations in the oMGW. The bearer termination T1 is used for the bearer towards the oBSS and the bearer termination T2 is used for the bearer towards the GMSC selected iMGW. The GMSC server seizes one context with two bearer terminations in the iMGW. The bearer termination T4 is used for the bearer towards the tMSC server selected tMGW and the bearer termination T3 is used for the bearer towards the preceding oMGW. The tMSC server seizes one context with two bearer terminations in the tMGW. The bearer termination T5 is used for the bearer towards the GMSC selected iMGW and bearer termination T6 is used for the bearer towards the tBSS.
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Connection Model 1: Before Call Hold, LCLS established and

Connection Model 3: After Retrieval procedure, LCLS established
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Connection Model 2:
After Hold procedure, LCLS released; Announcement towards held party

Figure 13.6.2.3.1.1:
Connection Model for Call Hold

13.6.2.3.2
Basic Sequence

Figure 13.6.2.3.2.1 shows the message sequence example for the Hold procedure with a possible notification to the held party using an announcement. In the example the MSC server requests the MGW to play an announcement towards the held party.
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1. HOLD

4. MOD request (T6): inactive / 

MOD reply

Context (tC)

Call is locally Switched

2. MSC accepts 

HOLD request

3. Release LCLS

For LCLS release procedure initiated by MSC server see the corresponding signalling sequence in sub-clause 7.2.1

9. MOD request (T5): Play 

announcement / MOD reply

Context (tC)

5. CPG [Generic Notification 

Indicator = "remote hold"]

8. HOLD ACKNOWLEDGE

 Announcement   

6. CPG [Generic Notification 

Indicator = "remote hold"]

7. FACILITY with call hold notification

 

Figure 13.6.2.3.2.1:
Hold Request on LCLS call

1.
HOLD message is received from the tUE. 

2.
The tMSC server accepts the HOLD request.

3.
The tMSC server requests a LCLS break procedure described in sub-clause 7.2.1 and marks call as "LCLS call prior to CH".

4.
The tMSC server requests the tMGW to interrupt the communication on the bearer by changing the through-connection of the bearer termination towards the tUE to "inactive".

5.
The tMSC server sends the CPG message with the Generic Notification Indicator parameter set to "remote hold" to the iMSC. 

6.
The iMSC server transfers the CPG message to the oMSC server.

7.
The oMSC server sends FACILITY message with the call hold notification to the oUE.

8.
The tMSC server informs the tUE that call hold is accepted with the HOLD ACKNOWLEDGE message.

9.
The tMSC server requests the tMGW to play an announcement towards the held party.

Figure 13.6.2.3.2.2 shows the message sequence for the Retrieval procedure.
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1. RETRIEVE

4. MOD request (T6): sendrecv / 

MOD reply

Context (tC)

Call is locally Switched

2. MSC accepts 

RETRIEVE request

3. MOD request (T5): Stop 

announcement / MOD reply

Context (tC)

5. CPG [Generic Notification 

Indicator = "remote retrieval"]

8. RETRIEVE ACKNOWLEDGE

9. LCLS 

Re-establishment

For LCLS re-establishment procedure initiated by MSC server see the corresponding signalling sequence in sub-clause 7.3.1

 Announcement   

6. CPG [Generic Notification 

Indicator = "remote retrieval"]

7. FACILITY with call hold notification


Figure 13.6.2.3.2.2:
Retrieval Request and LCLS re-establishment

1.
RETRIEVE message is received from the tUE. 

2.
The tMSC server accepts the RETRIEVE request.

3.
The tMSC server requests the tMGW to stop an announcement towards the held party.

4.
The tMSC server requests the tMGW to re-establish communication to the held party by changing the through-connection of the bearer termination towards the tUE to be both-way through-connected.

5.
The tMSC server sends the CPG message with the Generic Notification Indicator parameter set to "remote retrieval" to the iMSC. 

6.
The iMSC server transfers the CPG message to the oMSC server.

7.
The oMSC server sends FACILITY message with the call hold notification to the oUE.

8.
The tMSC server informs the tUE that retrieve request is accepted with the RETRIEVE ACKNOWLEDGE message.

9.
If call is marked as "LCLS call prior to CH" the tMSC server requests a LCLS re-establishment procedure described in sub-clause 7.3.1.

13.7
Multiparty (MPTY)

If LCLS is established for a call it shall be released while the Multiparty (MPTY) service is utilised, see LCLS break procedure in clause 7.2 of this specification. After MPTY is ended LCLS may be re-established if it is still feasible, see LCLS re-establishment procedure in clause 7.3 of this specification.

13.8
Closed User Group (CUG)

No impact. There are no LCLS related requirements for the Closed User Group (CUG) service.
13.9
Advice of Charge (AoC)

FFS.

13.10
User-to-User Signalling (UUS)

No impact. There are no LCLS related requirements for the User-to-User Signalling (UUS) service.
13.11
Call Barring Services

No impact. There are no LCLS related requirements for the Call Barring Services.
13.12
Explicit Call Transfer (ECT)

If LCLS is established for a call it shall be released while the Explicit Call Transfer (ECT) service is utilised, see LCLS break procedure in clause 7.2 of this specification. After Explicit Call Transfer (ECT) is ended LCLS may be re-established if it is still feasible, see LCLS re-establishment procedure in clause 7.3 of this specification.

13.13
Completion of Calls to Busy Subscriber (CCBS)

No impact. There are no LCLS related requirements for the Completion of Calls to Busy Subscriber (CCBS) service.
13.14
Multiple Subscriber Profile (MSP)

FFS.

13.15
Multicall

If LCLS is established for a call it shall be released while the Multicall service is utilised, see LCLS break procedure in clause 7.2 of this specification. After Multicall is ended LCLS may be re-established if it is still feasible, see LCLS re-establishment procedure in clause 7.3 of this specification.

13.16
Calling Name Presentation (CNAP)

No impact. There are no LCLS related requirements for the Calling Name Presentation (CNAP) service.
13.17
Alternate Speech/Fax

LCLS shall not be allowed for the Alternate Speech/Fax calls.
13.18
Modification of the Access Bearer

FFS.

13.19
GSM Fax

LCLS shall not be allowed for the GSM Fax calls.
13.20
Voice group call service (VGCS), Voice broadcast service (VBS)

LCLS shall not be allowed when the Voice group call service (VGCS) or the Voice broadcast service (VBS) is utilised.
14
Interactions with Other Network Features and Services
<The sections below shall contain any specific impacts required for supporting LCLS and interacting with Other Network Features and Services.  If no impacts are determined, specific references to 3GPP TS 23.205 for BICC based CS Core network and 3GPP TS 23.231 for SIP-I based CS Core Network shall be made>

14.1
Customised Applications for Mobile network Enhanced Logic (CAMEL)

14.2
IST

14.3
Operator Determined Barring (ODB)

14.4
DTMF

14.5
OR

14.6
Providing tones or announcements
14.6.1
General

Tones or announcements may be applied at any time during the call establishment or mid-call. Also periodic tones may be applied during the call. Prior to answer, an LCLS compatible call is still connected through the core network and so any tones or announcements applied at this time are handled as for normal non-LCLS calls. 

If a node wishes to apply periodic tones during the call it may either reject the LCLS entirely or may indicate that it requires send access in a certain direction. This is achieved during the LCLS negotiation phase as described in sub-clause 4.2.

If the call is established and local switching is performed and at a later point in the call a (G)MSC Server needs to send a tone or announcement there are two options it may apply:

-
perform a (G)MSC initiated LCLS break as described in sub-clause 7.2.1 and once the LCLS break is complete then begin applying the tone or announcement, or

-
request temporary send access to the user plane as described in 14.6.2

If a node (subsequent CN node or BSS) does not support the procedures described for requesting temporary send access then a full LCLS break shall occur.

Editor's Note:
it is assumed that Send Access DL is not allowed if previously during the initial LCLS negotiation it was agreed to support receive access (bicast UL) in which case then an LCLS break will be performed prior to sending the tone or announcement.  

14.6.2
Handling of tones or announcements during an LCLS call

14.6.2.1
GMSC Server or intermediate node requiring temporary send access to apply tone or announcement

A GMSC Server or intermediate node wishing to insert a tone or announcement may signal LCLS Negotiation IE in LCLS-Negotiation Request message with parameter "Need Send Backward = yes" if it needs to insert a tone or announcement towards the originating subscriber or "Need Send Forward = yes" if it needs to insert a tone or announcement towards the terminating subscriber.
NOTE:
The (G)MSC Server or intermediate node only needs to signal the LCLS-Negotiation IE in the direction in which it wishes to apply the tone or announcement. 

If the (G)MSC receives the LCLS-Negotiation IE in LCLS Negotiation Request Response message indicating the same requested send access it shall proceed to insert its tone or announcement as per a normal call handling.

On completion of the tone or announcement the (G)MSC Server may signal LCLS-Negotiation IE in LCLS Negotiation Request message indicating "Need Send Backward= no" or "Need Send Forward = no" towards preceding/succeeding node respectively.

14.6.2.2
oMSC Server 

An oMSC Server wishing to insert a tone or announcement towards the terminating UE may signal LCLS Negotiation IE in LCLS-Negotiation Request message with parameter "Need Send Forward = yes".

If the oMSC Server receives the LCLS-Negotiation IE in an LCLS-Negotiation Request Response message indicating the same requested send access then it shall proceed to insert its tone or announcement as per a normal call handling. Otherwise, if the received LCLS-Negotiation IE indicates requested send access is not enabled, the oMSC Server shall perform a MSC initiated LCLS break as described in sub-clause 7.2.1 and once the LCLS break is complete then begin applying the tone or announcement.

On completion of the tone or announcement in the forward direction the oMSC Server may signal the LCLS-Negotiation IE in LCLS-Negotiation Request message to succeeding nodes indicating "Need Send Forward = no".

If the oMSC Server wishes only to insert a tone or announcement towards its locally served UE or if the oMSC Server receives the LCLS-Negotiation IE indicating "Need Send Backward= yes" it shall send LCLS-Connect-Control message containing the LCLS-Configuration IE set to "Connect LCLS plus DL send access" to the oBSS. 

If the MSC Server receives LCLS-BSS-Status indicating that the requested LCLS-Configuration was enabled then it shall:

-
return the LCLS-Negotiation IE indicating "Need Send Backward= yes" towards succeeding node if the send access was requested from succeeding node, or

-
proceed to insert its tone or announcement as per a normal call handling when the oMSC Server needs to insert a tone or announcement towards its locally served UE.

If the oMSC Server receives LCLS-BSS-Status indicating that LCLS-Configuration is not supported then the oMSC Server shall initiate LCLS Break towards the oBSS and succeeding nodes, as described in sub-clause 7.2.1, when the oMSC Server needs to insert a tone or announcement towards its locally served UE.

On completion of the tone or announcement the oMSC Server may signal LCLS-Connect-Control message containing the LCLS-Configuration IE as agreed at call establishment.

14.6.2.3
tMSC Server

A tMSC Server wishing to insert a tone or announcement towards the originating UE may signal LCLS Negotiation IE in LCLS-Negotiation Request message with parameter "Need Send Backward = yes".

If the tMSC Server receives the LCLS-Negotiation IE in in LCLS-Negotiation Request Response message indicating the same requested send access then it shall proceed to insert its tone or announcement as per a normal call handling. Otherwise, if the received LCLS-Negotiation IE indicates requested send access is not enabled, the tMSC Server shall perform a MSC initiated LCLS break as described in sub-clause 7.2.1 and once the LCLS break is complete then begin applying the tone or announcement.

On completion of the tone or announcement the tMSC Server may signal the LCLS-Negotiation IE to succeeding nodes indicating "Need Send Backward = no".

If the tMSC Server wishes only to insert a tone or announcement towards its locally served UE or if the tMSC Server receives the LCLS-Negotiation IE indicating "Need Send Forward = yes" it shall send LCLS-Connect-Control message containing the LCLS-Configuration IE set to "Connect LCLS plus DL send access" to the tBSS. 

If the tMSC Server receives LCLS-BSS-Status indicating that the requested LCLS-Configuration was enabled then it shall:

-
return the LCLS-Negotiation IE indicating "Need Send Forward = yes" towards preceding node if the send access was requested from preceding node, or 

-
proceed to insert its tone or announcement as per a normal call handling when the tMSC Server needs to insert a tone or announcement towards its locally served UE.

If the tMSC Server receives LCLS-BSS-Status indicating that LCLS-Configuration is not supported then the tMSC Server shall initiate LCLS Break towards the tBSS and preceding nodes, as described in sub-clause 7.2.1, when the tMSC Server needs to insert a tone or announcement towards its locally served UE.

On completion of the tone or announcement the tMSC Server may signal LCLS-Connect-Control message containing the LCLS-Configuration IE as agreed at call establishment.

14.6.2.4
BSS

If the BSS receives LCLS-Connect-Control containing LCLS-Configuration set to "Connect LCLS plus DL Send Access" and it supports this configuration it shall return LCLS-BSS-Status indicating that the LCLS-Configuration is supported and from them on detect any incoming data packets and insert them in the stream towards the locally served UE.

If the BSS does not support the requested LCLS-Configuration it shall return LCLS-BSS-Status indicating this; the LCLS connection is kept as it was prior to receiving the LCLS-Connect-Control.

Editor's Note: 
the BSS could simply break LCLS at this point but it is perhaps better to let this occur in a controlled manner from the network.

14.6.2.5
Example 

14.6.2.5.1
Connection Model

Figure 14.6.2.5.1.1 shows the network model where the iMSC server requests the iMGW to play the announcement/tone directly on the bearer termination T3 (used towards the preceding oMGW) from which the signal shall be sent towards the oUE. The bearer termination T4 is used for the bearer towards the succeeding tMGW (i.e. towards the tUE).
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Connection Model 1: Locally switched call
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Connection Model 2: Locally switched call, playing of Announcement/tone 

Figure 14.6.2.5.1.1: Connection Model, Mid-Call Announcement/tone 

14.6.2.5.2
Example Sequence

Figure 14.6.2.5.2.1 shows the message sequence example for providing the oUE with an announcement/tone. In the example the iMSC server requests the iMGW to play an announcement/tone and to notify the announcement/tone completion.
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1. Play 

announcement/

tone towards oUE

Call is locally Switched

2.LCLSNegotiationRequest: APM 

[LCLS-Negotiation = "Need Send

Backward = yes"

4.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "call is locally 

switched with DL send access")

3.LCLS_CONNECT_CONTROL

(LCLS-Configuration = "Connect LCLS 

with DL send access") 

5.LCLSNegotiation Request

Response: APM [LCLS-Negotiation = 

"Need Send Backward = yes"

6. MOD request (T3): 

Play announcement/Send Tone

 / MOD reply

Context (iC)

 Announcement / tone   

7. NOTIFY (T3): 

Announcement completed/ 

Tone completed Context (iC)

8.LCLSNegotiationRequest: APM 

[LCLS-Negotiation = "Need Send

Backward = no"

10.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "call is locally 

switched")

9.LCLS_CONNECT_CONTROL

(LCLS-Configuration = "Connect LCLS") 

11.LCLSNegotiationRequest Response: 

APM [LCLS-Negotiation = "Need Send

Backward = no"


Figure 14.6.2.5.2.1: Mid-Call Announcement/Tone Flow

1.
The iMSC server identifies that mid-call announcement/tone needs to be played towards the oUE.

2.
The iMSC server modifies the LCLS-Negotiation IE due to the announcement/tone it needs to play towards the oUE and sends LCLS Negotiation Request towards the preceding node the modified LCLS-Negotiation IE indicating "Need Send Backward = yes".

NOTE:
Other values for the initially agreed LCLS-Negotiation IE for receive or send access are unmodified.

3.
The oMSC server informs the oBSS the user plane data needs to be provided to the oUE from the CN by sending the LCLS-Connect-Control message containing LCLS-Configuration IE set to "Connect LCLS with DL send access".

4.
The oBSS confirms the requested configuration is enabled with the LCLS-Connect-Control Ack message.

5.
The oMSC server confirms the oBSS is prepared for the reception of announcement/tone by sending the LCLS Negotiation Request Response.

6.
At reception of the LCLS status update response message indicating that requested send access is enabled the iMSC server provides the iMGW with the announcement/tone identification and requests the iMGW to notify the announcement/tone completion using the Play Announcement or Send Tone procedure.

7.
The iMGW notifies the iMSC server when the announcement/tone is completed using the Announcement Completed or Tone Completed procedure.

8.
The iMSC server signals to the preceding node the send access is not needed anymore by sending the LCLS Negotiation Request message with the LCLS-Negotiation IE indicating "Need Send Backward = no".

9.
The oMSC server notifies the oBSS with the LCLS-Connect-Control message that no user plane data from the CN will be provided.

10.
The oBSS replies with the LCLS-Connect-Control Ack message.

11.
The oMSC server confirms the oBSS has returned the LCLS connection to the status prior to the announcement/tone by sending the LCLS Negotiation Request Response.
14.7
Global Text Telephony

14.8
Emergency Calls

14.9
Subscriber and equipment trace

14.10
Customized Alerting Tone
14.11
Tandem Free Operation (TFO)

14.12
Transcoder Free Operation (TrFO)

14.13
CS Data Calls

14.14
RTP Multiplexing

15
Tunnelling

The tunnelling procedures shall be applied in accordance with 3GPP TS 23.205 [2].
16
Messages/Procedures and their contents

16.1
Messages between (G)MSC servers
16.1.1
General

The BICC messages between (G)MSC servers on Nc interface are specified in 3GPP TS 23.205 [2]. The SIP methods and corresponding responses that shall be supported between (G)MSC servers on Nc interface are specified in 3GPP TS 29.231 [10]. The LCLS related information exchanged in these messages and encapsulated in the corresponding SIP messages are specified below and in 3GPP TS 29.205 [6].

16.1.2 
Initial Address
Table 16.1.2.1 indicates the LCLS related information which is exchanged between the MSC servers in the Initial Address (BICC: IAM or SIP-I: INVITE [IAM]) message. Only the Information Elements required by LCLS are shown.

Table 16.1.2.1: LCLS related information in Initial Address message
	Message
	Message direction
	Information element name
	Information element required
	Information element description

	Initial Address (BICC: IAM or SIP-I: INVITE [IAM]) 

	Forward
	Global Call Reference
	C
	This information element identifies the call. This information element shall be included when LCLS is supported in the core network.

	
	
	LCLS-Negotiation
	C
	This information element indicates the negotiated LCLS configuration preference while LCLS is established. This information element shall be included when LCLS is supported in the core network. 


16.1.3 
Answer
Table 16.1.3.1 indicates the LCLS related information which is exchanged between the MSC servers in the Answer (BICC: ANM or SIP-I: 200 OK- INVITE [ANM]) message. Only the Information Elements required by LCLS are shown.

Table 16.1.3.1: LCLS related information in Answer message
	Message
	Message direction
	Information element name
	Information element required
	Information element description

	Answer (BICC: ANM or SIP-I: 200 OK-INVITE [ANM]) 

	Backward
	LCLS-Status
	C
	This information element identifies the LCLS connection status. This information element shall be included when LCLS is negotiated in the core network.


16.1.4 
Bearer and Codec Information
Table 16.1.4.1 indicates the LCLS related information which is exchanged between the MSC servers in the Bearer and Codec Information (BICC: APM or SIP-I: 18x Session Progress [APM]) message. Only the Information Elements required by LCLS are shown.

Table 16.1.4.1: LCLS related information in Bearer and Codec Information message
	Message
	Message direction
	Information element name
	Information element required
	Information element description

	Bearer and Codec Information (BICC: APM or SIP-I: 18x Session Progress [APM]) 

	Backward
	LCLS-Negotiation
	O
	This information element indicates the negotiated LCLS configuration preference while LCLS is established. This information element shall be included when the APM is related to LCLS negotiation in Bearer and Codec Information messages and LCLS is supported in the core network.


16.1.5 
LCLS Negotiation
Table 16.1.5.1 indicates the LCLS related information which is exchanged between the MSC servers in the LCLS Negotiation (BICC: APM or SIP-I: 18x Session Progress [APM]) message. 
Table 16.1.5.1: LCLS related information in the LCLS Negotiation message
	Message
	Message direction
	Information element name
	Information element required
	Information element description

	LCLS Negotiation Request (BICC: APM or SIP-I: 183 Session Progress [APM])  or INFO [APM]
	Both
	LCLS-Negotiation
	M
	This information element indicates the requested LCLS configuration preference.

	LCLS Negotiation Request  Acknowledge  (BICC: APM or SIP-I: 183 Session Progress [APM])  or INFO [APM]
	Both
	LCLS-Negotiation
	M
	This information element indicates the accepted negotiated LCLS configuration.


16.1.6 
LCLS Status update
Table 16.1.6.1 indicates the LCLS related information which is exchanged between the MSC servers in the LCLS Status update (BICC: APM or SIP-I: INFO [APM]) message. 

NOTE: The LCLS-Status IE shall not be sent simultaneously with the LCLS-Status-Change-Request IE.
Table 16.1.6.1: LCLS related information in LCLS Status update message
	Message
	Message direction
	Information element name
	Information element required
	Information element description

	LCLS Status update (BICC: APM or SIP-I: INFO [APM])
	Both
	LCLS-Status
	M
	This information element indicates the LCLS connection status. This information element shall be included when LCLS connection status has changed in the BSS.


16.1.7 
Change of LCLS Status

Table 16.1.7.1 indicates the LCLS related information which is exchanged between the MSC servers in the LCLS Status Change Request (BICC: APM or SIP-I: INFO [APM]) messages. 

NOTE: The LCLS-Status-Change-Request IE shall not be sent simultaneously with the LCLS-Status IE.
Table 16.1.7.1: LCLS related information in LCLS Status Change Request message
	Message
	Message direction
	Information element name
	Information element required
	Information element description

	LCLS Status Change Request (BICC: APM or SIP-I: INFO [APM])
	Both
	LCLS-Status-Change
	M
	This information element indicates a request to change the LCLS connection status in the BSS.

	LCLS Status Change Request Acknowledge (BICC: APM or SIP-I: INFO [APM])
	Both
	LCLS-Status-Change
	M
	This information element indicates the acceptance of the LCLS-Status-Change-Request message.


16.2
Procedures between (G)MSC server and MGW

<This section shall detail any new Procedures or extensions to existing procedures required on the Mc Interface required to support LCLS or its optional functionality>

16.3
Messages between MSC server and BSS
16.3.1
General

The procedures used on the Base Station System (BSS) to Mobile-services Switching Centre (MSC) interface for control of GSM services are specified in 3GPP TS 48.008 [7]. The LCLS related information exchanged in these procedures is specified below.

16.3.2 
Assignment Procedure between MSC-Server and BSS

Table 16.3.2.1 indicates the LCLS related information which is exchanged between the MSC server and the BSS in the BSSMAP Assignment Procedure. Only the Information Elements required by LCLS are shown.

Table 16.3.2.1: LCLS related information in Assignment Procedure

	Procedure
	Message direction
	Information element name
	Information element required
	Information element description

	Assignment Request


	From
MSC-S
	Global Call Reference
	C
	This information element identifies the call. This information element shall be included when LCLS is supported in the core network and LCLS is successfully negotiated within the core network.

	
	
	LCLS-Configuration
	C
	This information element indicates the LCLS connection preference which shall persist in the BSS while LCLS is established. This information element shall be included when LCLS is supported in the core network and LCLS is successfully negotiated within the core network.

	
	
	LCLS-Connection-Status-Control
	C
	This information element indicates to BSS whether it is permitted to locally through-connect the call. This information element shall be included when LCLS is supported in the core network and LCLS is successfully negotiated within the core network and when the Assignment Request message is sent after Answer. 

	
	
	LCLS-Correlation-Not-Needed
	O
	This information element shall be sent if the MSC-Server has detected that the call is not an Intra-BSS call or an Intra-network call. This information element informs the BSS that call correlation is not needed. 

	Assignment Complete
	From BSS
	LCLS-BSS-Status
	C
	This information element notifies CN of the LCLS connection status in the BSS. This information element shall be included if BSS supports LCLS.


16.3.3
Handover Request Procedure between MSC-Server and BSS

Table 16.3.3.1 indicates the LCLS related information, which is exchanged between the MSC server and the BSS in the  BSSMAP Handover Request Procedure. Only the Information Elements required by LCLS are shown.
Table 16.3.3.1: LCLS related information in Handover Request Procedure

	Procedure
	Message direction
	Information element name
	Information element required
	Information element description

	Handover Request 


	From
MSC-S
	Global Call Reference
	C
	This information element identifies the call. This information element shall be included when LCLS is supported in the core network and LCLS is successfully negotiated within the core network.

	
	
	LCLS-Connection-Status-Control
	C
	This information element indicates to BSS whether it is permitted to locally through-connect the call. This information element shall be included when LCLS is supported in the core network and LCLS is successfully negotiated within the core network.

	
	
	LCLS-Configuration
	C
	This information element indicates the LCLS connection preference which shall persist in the BSS while LCLS is established. This information element shall be included when LCLS is supported in the core network and LCLS is successfully negotiated within the core network.

	Handover Request Ack
	From BSS 
	LCLS-BSS-Status


	C
	This information element notifies CN of the LCLS connection status in the BSS. This information element shall be included if BSS supports LCLS.


16.3.4
Handover Complete Procedure between MSC-Server and BSS

Table 16.3.4.1 indicates the LCLS related information, which is exchanged between the MSC server and the BSS in the BSSMAP Handover Complete Procedure. Only the Information Elements required by LCLS are shown.
Table 16.3.4.1: LCLS related information in Handover Request Procedure

	Procedure
	Message direction
	Information element name
	Information element required
	Information element description

	Handover Complete
	From BSS
	LCLS-BSS-Status
	C
	This information element notifies CN of the LCLS connection status in the BSS. This information element shall be included if BSS supports LCLS.


16.3.5
Handover Performed Procedure between MSC-Server and BSS

Table 16.3.5.1 indicates the LCLS related information, which is exchanged between the MSC server and the BSS in the BSSMAP Handover Performed Procedure. Only the Information Elements required by LCLS are shown.
Table 16.3.5.1: LCLS related information in Handover Request Procedure

	Procedure
	Message direction
	Information element name
	Information element required
	Information element description

	Handover Performed
	From BSS
	LCLS-BSS-Status
	C
	This information element notifies CN of the LCLS connection status in the BSS. This information element shall be included if BSS supports LCLS.


16.3.6
Internal Handover Procedure between MSC-Server and BSS

Table 16.3.6.1 indicates the LCLS related information, which is exchanged between the MSC server and the BSS in the BSSMAP Internal Handover Procedure. Only the Information Elements required by LCLS are shown.
Table 16.3.6.1: LCLS related information in Handover Request Procedure

	Procedure
	Message direction
	Information element name
	Information element required
	Information element description

	Internal Handover Command
	From 

MSC-S
	LCLS-Connection-Status-Control 

	C
	This information element indicates to BSS whether it is permitted to locally through-connect the call. This information element shall be included when LCLS is supported in the core network and LCLS is successfully negotiated within the core network.


16.3.7
LCLS Connection Procedure between MSC-Server and BSS

Table 16.3.7.1 indicates the LCLS Connection Procedure and related information, which is exchanged between the MSC server and the BSS. Only the Information Elements required by LCLS are shown.

Table 16.3.7.1: LCLS Connection Procedure between MSC-Server and BSS

	Procedures
	Message direction
	Information element name
	Information element required
	Information element description

	LCLS-Connect-Control
	From 

MSC-S
	LCLS-Connection-Status-Control
	O
	This information element indicates to BSS whether it is permitted to locally through-connect the call. 

	
	
	LCLS-Configuration
	O
	This information element indicates the LCLS-Configuration.

	LCLS Connect Control Ack
	From BSS
	LCLS-BSS-Status
	M
	This information element notifies CN of the LCLS connection status in the BSS.


16.3.8
LCLS Notification Procedure between MSC-Server and BSS

Table 16.3.8.1 indicates the LCLS Notification Procedure and related information, which is exchanged between the MSC server and the BSS. Only the Information Elements required by LCLS are shown.

Table 16.3.8.1: LCLS Notification Procedures between MSC-Server and BSS

	Procedures
	Message direction
	Information element name
	Information element required
	Information element description

	LCLS-Notification
	From BSS
	LCLS-BSS-Status
	C
	This information element notifies CN of the LCLS connection status in the BSS. This information element shall be included when BSS changes the LCLS connection status.

	
	
	LCLS-Break-Request
	C
	This information element indicates if the LCLS break request is ordered from CN. This information element shall be included when BSS determines the local switching should be disconnected.

	NOTE1:   LCLS-BSS-Status and LCLC-Break-Request IEs are mutually exclusive.

NOTE2:   One of those IE shall be present in the LCLS Notification message.


17
Bearer Redirect

Bearer Redirect mechanisms within BICC based CS core network may be applied as specified in 3GPP TS 23.205 [2].

Bearer Redirect is not supported within SIP-I based CS core network, see 3GPP TS 23.231 [3].
18
(G)MSC MGW Tandeming

It is FFS the impacts to (G)MSC MGW Tandeming procedure as specified in 3GPP TS 23.205 [2].
19
Timers

The Timers as defined for a BICC based CS Core Network shall be applied as defined in 3GPP TS 23.205 [2].

The Timers as defined for a SIP-I based CS Core Network shall be applied as defined in 3GPP TS 23.231 [3].
20
Multiple Realms

The principles for multiple IP realms shall be applied as defined in 3GPP TS 23.205 [2].
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24. For succeeding signalling sequence see basic call establishment, figures 6.3.2.2 and 6.3.2.3, steps 18 - 32


15. NOTIFY (T3): Announcement / Tone completed


Context (tC)


Context (iC)


25. If "LCLS-Configuration update needed" determine new value of LCLS-Configuration IE 


28. LCLS status update: 
BICC APM [LCLS-Status = "LCLS connected"]


27a. LCLS_CONNECT_CONTROL_ACK (LCLS-BSS-Status = "call is locally switched")


26. LCLS_CONNECT_CONTROL
(LCLS-Connection-Status-Control = "connect", [LCLS-Configuration]) 


27b. LCLS_NOTIFICATION (LCLS-BSS-Status = "call is locally switched")  


29. LCLS status update: 
BICC APM [LCLS-Status = "LCLS connected"]


Call is locally Switched
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For call establishment towards served subscriber sUE see basic call establishment, figures 6.3.2.1 and 6.3.2.2


1. CFB service active & calling party should be notified; expiry of no reply condition timer 


4. MOD (T5): play announcement / send tone


3. CPG [Generic Notification indicator=call is diverting]


Context (sC)


5. CPG [Generic Notification indicator=call is diverting]


7. NOTIFY (T5): Announcement / Tone completed


Context (sC)


 Announcement / Tone  


6. FACILITY with call forwarding notification


2. Release termination to served UE:
SUB request (Ts) / SUB reply (Ts)


Context (sC)


8. IAM [Codec List, GCR, LCLS-Negotiation]


9. For call establishment towards forwarded-to subscriber tUE see basic call establishment, figure 6.3.2.1


10. APM [SCt, ACLt, LCLS-Negotiation]


11. APM [SCt, ACLt, LCLS-Negotiation]


12. APM [SCt, ACLt, LCLS-Negotiation]


13. For succeeding signalling sequence see Call Forwarding Unconditional, figure 13.4.2.5.2.2 steps 23 -29.
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For call establishment towards served subscriber sUE see basic call establishment, figures 6.3.2.1 and 6.3.2.2


1. CFNRy service active & calling party should be notified; expiry of no reply condition timer 


4. MOD (T5): play announcement / send tone


3. CPG [Generic Notification indicator=call is diverting]


Context (sC)


5. CPG [Generic Notification indicator=call is diverting]


7. NOTIFY (T5): Announcement / Tone completed


Context (sC)


 Announcement / Tone  


6. FACILITY with call forwarding notification


2. Release termination to served UE:
SUB request (Ts) / SUB reply (Ts)


Context (sC)


8. IAM [Codec List, GCR, LCLS-Negotiation]


9. For call establishment towards forwarded-to subscriber tUE see basic call establishment, figure 6.3.2.1


10. APM [SCt, ACLt, LCLS-Negotiation]


11. APM [SCt, ACLt, LCLS-Negotiation]


12. APM [SCt, ACLt, LCLS-Negotiation]


13. For succeeding signalling sequence see Call Forwarding Unconditional, figure 13.4.2.5.2.2 steps 23 -29.
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25. tUE reports: Connect


35. LCLS status update: 
APM [LCLS-Status = "LCLS connected"]


34a. LCLS_CONNECT_CONTROL_ACK (LCLS-BSS-Status = "call is locally switched")


33. LCLS_CONNECT_CONTROL
(LCLS-Connection-Status-Control = "connect") 


32. oMSC reports: Connect


29. ANM [LCLS status = "LCLS feasible but not yet connected"]


34b. LCLS_NOTIFICATION (LCLS-BSS-Status = "call is locally switched")  


Call is locally Switched


28. MOD request: stop tone, bothway through-connect


27. LCLS_CONNECT_CONTROL_ACK (LCLS-BSS-Status = "call not yet locally switched")


26. LCLS_CONNECT_CONTROL
(LCLS-Connection-Status-Control = "connect") 


31. MOD request: bothway through-connect


30. ANM [LCLS status = "LCLS feasible but not yet connected"]


36. LCLS status update: 
APM [LCLS-Status = "LCLS connected"]


Context (tC)


Context (oC)
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UE-1


4. HO Request (GCR, LCLS-Configuration, LCLS-Connection-    Status-Control: ”Connect”)


5.HO Req Ack (LCLS-BSS-Status: ”call not yet locally switched”) 


oMS is communicating with tMS via the core network


2. MAP Prepare-Handover Request (target LAC, LCLS Negotiation, GCR)


7. MAP Prepare-Handover Response


1. HO Required (target LAC)


BSS-1


MSC-1


MGW-1


Target MSC-S


TargetMGW


Target BSS


MSC-2


MGW-2


BSS-2


UE-2


3a. Add request Access side TT, reserve circuit, Connection Point


8a. TopDescr ({*,T2, isolate}, {T1,T2,oneway})+ADD.request(T2)


6a. MOD request TT, configure Connection Point, only AoIP


9. IAM (Codec List, GCR, LCLS-Negotiation), see Note 1 and Note 2


11. APM (SC, SCL, LCLS-Negotiation), see Note 1


12. ACM, see Note 1


3b. Add reply TT


6b. MOD reply TT


8b. TopDescr()+ADD.reply (T2)


10a. Add request Network side T5


10b. Add reply T5
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3. Retrieve oBSS ID and use it to generate Global Call Reference. 


1. oUE accesses oMSC: Service Request + CL3


2. SETUP


4. IAM [Codec List, GCR, LCLS-Negotiation]


10. ASSIGNMENT COMPLETE (LCLS-BSS-Status = "call not possible to be locally switched")


9. ASSIGNMENT REQUEST (GCR, LCLS-Configuration)


Access side Bearer Establishment


11. BICC COT


13. MOD (T3): play announcement / send tone


5. HLR Interrogation: CFU service active and calling party should be notified


12. ACM [BCI=no indication, Generic Notification indicator=call is diverting


Context (iC)


7. APM [SC, ACL, LCLS-Negotiation]


NOTE: For AoTDM step 8b is: ADD (T1).


6. Add network side termination:
ADD request ($) / ADD reply (T3)


8a. Add network side termination:
ADD request ($) / ADD reply (T2)


Network side Bearer Establishment


8b. Add access side termination:
ADD request ($) / ADD reply (T1)


Context (iC)


Context (oC)


Context (oC)


 Announcement / Tone  


14. FACILITY with call forwarding notification



_1350475058.vsd

_1350462876.vsd
oUE


oBSS


oMSC


tBSS


tUE


oMGW


tMGW


iMSC


iMGW


tMSC


1. RETRIEVE


4. MOD request (T6): sendrecv / MOD reply


Context (tC)


Call is locally Switched


2. MSC accepts RETRIEVE request 


9. LCLS 
Re-establishment


For LCLS re-establishment procedure initiated by MSC server see the corresponding signalling sequence in sub-clause 7.3.1


3. MOD request (T5): Stop announcement / MOD reply


Context (tC)


5. CPG [Generic Notification Indicator = "remote retrieval"]


8. RETRIEVE ACKNOWLEDGE


 Announcement   


6. CPG [Generic Notification Indicator = "remote retrieval"]


7. FACILITY with call hold notification
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1. HOLD


Call is locally Switched


2. MSC accepts HOLD request 


3. Release LCLS


4. MOD request (T6): inactive / MOD reply


Context (tC)


For LCLS release procedure initiated by MSC server see the corresponding signalling sequence in sub-clause 7.2.1


9. MOD request (T5): Play announcement / MOD reply


Context (tC)


5. CPG [Generic Notification Indicator = "remote hold"]


8. HOLD ACKNOWLEDGE


 Announcement   


6. CPG [Generic Notification Indicator = "remote hold"]


7. FACILITY with call hold notification
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7. LCLS-Connect-Control
(LCLS-Connection-Status-Control = "Connect")


8. LCLS Re-establishment


1. LCLS-Status-Update-Request (LCLS-Status-Change= “LCLS Connection Preparation”)


MSC-2


BSS-2


MS-2


2. LCLS-Status-Update-Request (LCLS-Status-Change= “LCLS Connection Preparation”)


4. LCLS-Connect-Control
(LCLS-Connection-Status-Control = "Connect") 


6. LCLS-Connect-Control_ACK (LCLS-BSS-Status = "locally switched call is no longer locally switched")


10. LCLS-Notification (LCLS-BSS-Status = "Call is Locally Switched")


11. LCLS status update: 
(LCLS-Status = "LCLS connected")


13. LCLS status update: 
(LCLS-Status = "LCLS connected")


12. LCLS status update: 
(LCLS-Status = "LCLS connected")


9. LCLS-Connect-Control_ACK (LCLS-BSS-Status = "Call is Locally Switched")


3. LCLS-Status-Update-Response (LCLS-Status-Change= “LCLS Connection Preparation”)


5.  LCLS-Status-Update-Response (LCLS-Status-Change= “LCLS Connection Preparation”)


MGW-1


MGW-2


GMGW


Call is locally Switched
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User plane link which transmits real user plane data within BSS and to UE


User plane link which transmits real user plane data through the CN and to UE


Control plane link which transmits signalling


User plane link path through CN, connected


User plane uplink path through CN from Target BSS, connected
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15. ASSIGNMENT COMPLETE (LCLS-BSS-Status = "call not possible to be locally switched")


14. ASSIGNMENT REQUEST (GCR, LCLS-Configuration)


16. COT


Access side Bearer Establishment


18. Add access side termination: 
ADD request ($) / ADD reply (T4)


17. COT


20. ASSIGNMENT COMPLETE (LCLS-BSS-Status = "call not yet locally switched")


19b. ASSIGNMENT REQUEST (GCR, LCLS-Configuration)


Access Side Bearer Establishment


20a. LCLS_NOTIFICATION (LCLS-BSS-Status = "call not yet locally switched") 


22a. ACM


21. tUE reports: Alerting


22b. MOD request: send Ring-back tone


 Ring-back Tone  


23. ACM


24. oMSC reports: Alerting


Context (tC)


Context (tC)


19a. If optional Intra-Network call detection and/or optional Intra-BSS call detection procedure/s supported perform check.


NOTE: For AoTDM step 18 is: ADD (T4).
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25. tUE reports: Connect


27. ANM


26. MOD request: stop tone, bothway through-connect


28. ANM 


Context (tC)


20. ASSIGNMENT COMPLETE (LCLS-BSS-Status = "call not possible to be locally switched")


19b. ASSIGNMENT REQUEST (GCR, LCLS-Configuration [, LCLS-Correlation-Not-Needed])


Access Side Bearer Establishment


30. oMSC reports: Connect


22a. ACM


21. tUE reports: Alerting


22b. MOD request: send Ring-back tone


 Ring-back Tone  


23. ACM


24. oMSC reports: Alerting


29. MOD request: bothway through-connect


Context (tC)


19a. tMSC performs optional Intra-Network Call Detection and/or Intra-BSS Call Detection if supported.


For preceding signaling sequences for basic call setup steps 1- 18 see figures 6.3.2.1 and 6.3.2.2


Context (oC)
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3. Retrieve oBSS ID and use it to generate Global Call Reference. 


1. oUE accesses oMSC: Service Request + CL3


2. SETUP


4. IAM [Codec List, GCR, LCLS-Negotiation]


5. IAM [Codec List, GCR, LCLS-Negotiation]


6. Paging tUE 


Paging response + CL3 


7. SETUP


8. Call Confirmed


9. Add network side termination: ADD request ($)/ADD reply (T3)


Network side Bearer Establishment


10. APM [SC, SCL, LCLS-Negotiation]


12. APM [SC, SCL, LCLS-Negotiation]


11a. Add network side termination:
ADD request ($) / ADD reply (T6)


11b. Add network side termination:
ADD request ($) / ADD reply (T5)


13a. Add network side termination:
ADD request ($) / ADD reply (T2)


Network side Bearer Establishment


13b. Add access side termination:
ADD request ($) / ADD reply (T1)


Context (tC)


Context (iC)


Context (iC)


Context (oC)


Context (oC)


NOTE: For AoTDM step 13b is: ADD (T1).
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