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Overview:

This document is provided to SA1 as background to the contribution, ‘S1-030xxx 22.127 Rel 6 CR OSA High Availability’, presented to the SA WG1#22 meeting. The information is intended to outline the goals, motivation and some of the background thinking behind the need for an explicit high availability requirement for OSA.

Goals:

The purpose of this submission is to agree on the need for an explicit requirement within the stage 1 requirements for OSA solutions to be highly available. Highly Available is a term intended to encompass the following behaviour:

· Resilience: Ensure continuous and consistent operation of services and applications under normal operating conditions.

· Redundancy: In the event of failure ensure that there is additional, scalable redundant capacity and that work can be redistributed to utilize that capacity, with minimal disruption to the services and applications.

· Recovery: Upon failure, ensure that the recovery from failure is carried out with minimal disruption, returning the system to a stable operating state with no, or minimal manual intervention by operational personnel.

Motivation:

OSA consists of bi-directional interfaces. These interfaces consist of interfaces that act as either long-lived (manager) interfaces or transient (session) interfaces. Requirements for high availability are applicable to all long-lived (manager) interfaces. No additional function is required for session based interfaces. 
Meeting the requirement for resilience for OSA may be largely supported through the implementation conformance to the current specification. In particular the use of State transition definitions and exceptions within the specification, and the available middleware choices used to provide a consistent communications transport mechanism, may result in a resilient solution.

However, OSA currently contains only limited functionality that may be used to meet the redundancy and recovery requirements that are essential to deal with continuous availability goals and failures in a highly available fashion. A small subset of interfaces support approaches that provide limited redundancy and recovery capabilities. These approaches have however been successfully used and broadly accepted by companies developing OSA products and applications. Therefore the motivation of this activity is to seek to extend in a consistent fashion the approaches for high availability features of OSA, to the full range of OSA interfaces that require redundant and recoverable behaviour.

A number of companies, including the authors of this work, have made recommendations to introduce the required high availability features as change requests to the current body of specifications. The absence of an explicit OSA Stage 1 requirement has prevented the adoption of a suitable solution. In introducing a stage 1 requirement, the authors, together with the other companies in CN5, are confident that a consensus on a solution based on the contributions already submitted and discussed, can be provided within 3GPP Release 6 timescales.

Discussion:

Considering as an example the case of an application that uses the OSA Framework and SCFs in order to provide a telecommunications service that is required to be highly available. Currently, additional application callbacks are supported within some SCSs, whereby an application may use notification provisioning mechanisms (e.g. enableCallNotification) supported within the API to create a secondary callback to an identical application instance or image that may be used in the event of application failover.

Therefore, considering only application high availability, in the case where multiple application images are provided to ensure redundancy the following configuration can be supported.
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The additional callback mechanisms supported within the SCS can be used to provide visibility of multiple redundant application images to the SCS, however no such mechanism for informing the OSA Framework of the additional application instance or image is available. Clearly in the event of failure of Application image ‘Appn A’, the OSA Framework is no longer able to communicate with the application and may for example terminate a service agreement.

The example above considers only the issue of application high availability. For OSA to be fully highly available all parties involved in providing support for or making use of OSA must be capable of operating in a highly available fashion, including applications, Framework and SCFs.

The current limited support for high availability features within OSA itself is therefore insufficient to provide a complete solution for OSA deployments. This limitation results in a dependency on vendor specific approaches in order to support highly available deployments. Consequently, multi-vendor interoperability and the technology independence of OSA cannot be supported when high availability is required.

From this example, other examples are easily derived. For example, a key requirement of many current RFI and RFP requests for OSA solutions require vendors to provide information on how the OSA solution will support continuous availability of services during maintenance of elements within the solution. To support this activity requires an approach to be defined by OSA whereby the service supplier and the application supplier can take nodes offline and bring nodes online without losing service or application integrity, or a requirement to restart the service or application.

In order to realise high availability using CORBA middleware for example, the use of persistent application IORs may be used. However all OSA elements shall be required to operate in a CORBA server mode and therefore the CORBA server itself can represent a single point of failure. The traditional approach to resolving CORBA server resilience and high availability is to employ solutions recommended by the ORB vendors in conjunction with clustering style solutions. 

The high availability recommendations vary according to ORB vendor, such that highly available interoperability is not guaranteed (IONA employ an address set mechanism to provide redundant CORBA server addressing, whereas Borland (Visibroker) use a UDP broadcast mechanism to ensure continuous access to CORBA servers). In addition, clustering in non-Application Server Platform deployments may be based on a common or shared IP address, whereas Application Server Platforms typically employ a different clustering design that requires dual IP addresses. The net result is that both multi-vendor interoperability of ORBs in a highly available deployment is not possible, and that a given clustering solution shall mandate a particular deployment architecture. Finally, although work is under way to define a Fault Tolerant CORBA specification, such a specification remains some way off, and major ORB vendors have no plans to support Fault Tolerant CORBA in near term commercial products.

The discussion above highlights the need for a high availability approach for OSA that is not dependent upon vendor specific technologies. The following are the basic requirements for the high availability solution:

1) Application, Framework and Service Capability objects will be capable of being implemented redundantly.

2) Solution is capable of supporting any number of redundant objects.

3) Actions used to create redundant objects should be repeatable and undoable so that redundant objects may be managed or taken out of service, thereby providing a dynamically scalable solution.

4) The solution will not prevent using redundant objects for load sharing.

5) The solution will ensure that information is retained long enough to permit recovery (objects are not immediately terminated in the case of recoverable failure).

It should be noted that by introducing support for high availability within OSA does not mandate the use of the high availability approaches in order to be compliant to the OSA specification. The high availability approaches shall be defined in an unobtrusive way. .

Impact on OSA Acceptance:

There has been a high expectation established by service providers for the delivery of robust OSA solutions. Likewise, the vendor community creating OSA products has shown great interest in meeting the challenge of providing continuously available services and high availability solutions to meet the needs of the service provider community. Also driving this expectation is the recognition that data services are being recognized as having similar service level agreement requirements as voice services – making high availability a key requirement for the new solutions OSA promises.

OSA solutions (SCFs + Framework + Applications) need to be considered as a whole for high availability. From this solution perspective, high availability is only as good as the weakest element in the solution. Today, there are two high availability islands, namely the application server platforms and telecommunications network infrastructure, with a limited OSA bridge between them that is the weak link in the solution. Improving this link will bring it to par with the overall robustness of the other parts of the solution.

Extending the current OSA coverage for high availability will result in broader use of OSA SCFs, as more SCFs will meet the RFI/RFP requirements for high availability. It will also fill a growing need for dynamic scalability, as the high availability approaches are a key component of systems management for addition, temporary maintenance and removal of service and application nodes in a non-disruptive manner. Finally, a key requirement of service providers is predictability of system stability. With consistent high availability approaches defined within OSA, clear statements can be made on all OSA solution components with regard to system stability, failure and recovery processes, and ability of the system to survive and recover from failures to a predictable state.

Conclusion:

High availability is a basic requirement for successful commercial take up and deployment of OSA. Currently only a limited set of high availability approaches are supported within the specification, with the result that a high dependency on vendor specific technologies is required to deploy OSA in a highly available manner. These solutions are tightly coupled to vendor specific implementations and deployment architectures, and are in conflict with the high level OSA requirement to support open multi-vendor interoperability and technology independence.

The existing approaches for high availability in OSA are well supported and viewed positively by the development community. Extending these high availability approaches to apply to the full API will result in a mature and robust specification that meets development and deployment needs expected for OSA solutions in the marketplace.
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