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Introduction

There have in the past been raised some concern about the criteria overlap definition and the associated restriction not to allow more than one application to control a call or session. The current restrictions we have originate from the single point of control principle as defined in IN.
This contribution proposes to 

a) add some clarity to the current notification criteria handling and 

b) to allow control from more than one service/application during call or session processing. 
This for networks that adhere to the principles of multiple point of control, MPC.


Note: MPC is a defined IN term for allowing more then one service (application) to have a control relationship with a call at the same point in time.

Problem

For MPCC we have the statement: 

"If some application already requested notifications with criteria that overlap the specified criteria, the request is refused with P_INVALID_CRITERIA. The criteria are said to overlap when it leads to more than one application controlling the call or session at the same point in time during call or session processing".

This is not very explicit. Some problems can be raised:
1) createNotification 
- when will the  request be refused with P_INVALID_CRITERIA, the current definition of overlap criteria is not very explicit. 

2) Single vs. multi application control on a call 
- to allow more than one application/service to control a call or session is desirable.
There is no support currently in the CC APIs that allows for multiple services/applications to be invoked on the same call/session with the ability to control the call or session at same point in time. 

Add 1)

It should be made clear that when a createNotifcation is rejected with P_INVALID_CRITERIA  only static data for trigger setting (filtering information) can be checked, not dynamic behaviour such as possibly dynamic event armings, Thus it cannot be known at receipt of createNotification if triggering will cause a non-persistent (“one-shot”) or a persistent control relationship with the application. A persistent relationship can prevent other applications to be invoked where single application control applies. For example a pre-paid service application that wants to be capable to release a call as call credit may expire during the duration of the call. Also worth noticing is that mutually exclusive events such as “answer” and “user busy” events should not be treated as criteria said to overlap.

Add2)

From a network operators viewpoint multi service support allows more opportunities for traffic in our networks if we allow two or more separate clients to register for different call events on the same termination.

So how can we achieve this?

First some reflections on what is herein meant with multi service support, SPC and MPC:

Single application control may be classified as to allow at the same point in time during call or session processing only one application to be capable to influence the call or session. This does not exclude more applications on the same call, but they cannot operate at the same time. This is referred to as “Single point of Control (SPC)” in IN terminology.

Multiple application control may be classified as to allow at the same point in time during call or session processing more than one application to be capable to influence the call or session. This is referred to as “Multiple Points of Control (MPC)” in IN terminology.
MPC will demand some rules for event handling among multiple applications on a call like e.g. the cascaded chain principle as defined in IN CS3, where MPC has been introduced.

 

SPC:
When the application makes a request to be triggered and the SCS grant this request, there is no guarantee that the application indeed will be triggered if the SCS adheres to the single point of control mechanism allowing only one application to control a call at a time. This due to the fact that if another application sets monitors on dynamic events and hereby creates a timely persist control relationship there will be no invocation at all of other applications that demands control on the call.
Suppose we have one application interested to be triggered at "Address_Collected" and another one at "Address_Analysed". No problem as long the first application do not request to be notified for further events. However, in case the application that is triggered at "Address_Collected" requests to be notified for further call events (like address_analysed) in interrupt mode, then we have the situation with a timely persistent control relationship. It could for example be a pre-paid service application that wants to be capable to release a call as call credit may expire during the call. In IN the result is that the other application that requested to be triggered at "address_analysed" will not be triggered at all.

MPC:
With MPC more applications are allowed and so the described problem for MPC with only one allowed application to control the call at a time does not apply. Suppose we have one application interested to be triggered at "Address_Collected" and another one at "Address_Analysed". No problem regardless whether the first application request to be notified for further events.

Multiple services - applicability of MPC:

As far as the OSA/Parlay API is concerned a user can choose his clients as he wishes, i.e. the user may subscribe to more services over the network, each one being to a seperate client application, not necessary placed in the same Application Server. The 3G IMS architecture in fact event supports different types of ASs.

Overlapping criteria have been defined to prevent multiple points of control, leading to possible interaction problems. IN CS1/CS2 relies on the single point of control principle, but it is perfectly allowed to have one application controlling the terminating side and another application controlling the originating side for the same event in the network. This is because these events are processed in sequence, not parallel, and thus there is actually only one application controlling the call at a time. 

IN CS3 supports multiple point of control and relies on that events are processed in sequence due to the applied cascaded chain principle - somewhat comparable with half call model case as it relies on the principle of handling service triggering as if the call was separated by network nodes.

See chapter “Background information for further details.

Background Information


Some observations for Parlay/OSA in a 3G network can be made:


1. Parlay/OSA API notification methods ("trigger settings") have currently adopted the IN CS1/ CS2 single point of control (SPC) principle.

2. The 3GPP IP Multimedia subsystem (IMS) architecture has adopted the cascaded chain principle for OSA enabling support for multiple point of control (MPC) similar to IN CS3.

3. In the 3GPP core network (IMS) priority setting for sequential invocation of met triggers is defined.
Note: However, no dedicated feature interaction mechanism/rules are standardised.
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Figure 1: Simplified functional architecture for support of service provision for 3GPP IP multimedia subsystem

The figure above illustrates the architecture with the S-CSCF communicating to Application Servers via the IP multimedia service control (ISC = SIP) interface. The functional architecture for the IMS adopts the 3G OSA principles where the service capability servers and the AS have defined APIs that allow applications in separate application servers to use the features offered by the IMS.

Notice that in an OSA/Parlay context the application invoked in “AS1” and “AS2”as shown in the figure above could just as well be represented by the same physical OSA SCS gateway or even two different OSA SCSs.

Refer to 3GPP TS23.218 IP Multimedia (IM) session handling; IM call model; Stage 2 for further details.

All the Application Servers in the IMS, (including the IM-SSF, SIP AS and the OSA SCS) behave as “SIP application servers” on the ISC interface.

However if more applications are up and running on the same call, then which application should have priority?  These problems need to be sorted out by the clients with the Gateway network provider.

In the case of IMS multiple Filter Criteria are sent from the HSS to the S-CSCF for the user. When the S-CSCF receives a session invitation (Invite) message, the S-CSCF shall check the filter criteria one by one according to their indicated priority and if filter criteria is met forward the request via the ISC interface to the AS indicated in the current filter criteria. The AS then performs the service logic, may modify the request and will send the request back to the S-CSCF via the ISC interface. This behaviour is in alignment with the cascaded chain principle as defined in IN CS3 for the support of MPC. Triggering is performed in the same way as if triggering had occurred in different S-CSCFs, which are separated by a Network Node interface Each invoked Application Server/service logic is engaged with the invoked session and possibly subsequent SIP requests. 


The IN CS3 multiple point of control (MPC) principle: 

From ITU-T Q.1238/ETSI EN 301 931-02 IN CS3 (part2 SSF-SCF interface): 

Multiple Points of Control (MPC) Rules

General Objective:

If there are more than one controlling SCF acting on the same Originating half call or Terminating half call, then the event detection point processing requested by any of the involved service logics (SLPIs) shall be performed in the same way as if triggering had occurred in different Originating BCSMs respectively in different Terminating BCSMs, which are separated by a Network Node interface.


As a network operator’s option the MPC rules specified may be replaced or enhanced by network operator specific rules based on service related data, e.g.:

· in case a DP is armed as EDP and TDP the usage of a precedence order to allow a TDP processing before and/or after EDP processing;

· usage of precedence order for EDP reporting.

The general objective signifies the cascaded chain principle and is followed by detailed DP processing rules explaining how the cascaded chain principle works.

Requirements for MPC:

source 22.228 (rel 5): Service requirements for the IP Multimedia, Core Network Subsystem (Stage 1)


5. High level requirements
Support for IP multimedia sessions shall be provided in a flexible manner to allow operators to differentiate their services in the market place as well customise them to meet specific user needs.  This shall be provided by the use of service capabilities in both networks and terminals, for the creation and support of IP multimedia applications. 

The following high level requirements shall be supported for IP multimedia applications:-

-
Negotiable QoS for IP multimedia sessions both at the time of a session establishment as well as during the session by the operator and the user  

-
Negotiable QoS for individual media components in an IP multimedia session both at the time of establishing a media component as well as when the media component is active by the operator and the user 

-
End to end QoS for voice at least as good as that achieved by the circuit-switched (e.g. AMR codec based) wireless systems shall be enabled

-
Support of roaming, negotiation between operators for QoS and for Service Capabilities is required. Such negotiation should be automated rather than manual, e.g., when another operator adds new service capabilities.

-
Possibility for a network operator to implement IP Policy Control for IP multimedia applications.

-
IP multimedia sessions shall be able to support a variety of different media types (e.g. voice and video). A set of media types shall be identified to ensure interoperability (e.g. default codec selection and header compression).  

· Within each IP multimedia session, one or more IP multimedia applications shall be supported.

Solution

From an OSA/Parlay gateway side it is an implementation issue if multiple or single point of control mechanisms are supported and extends the number of applications that can register for notifications.
This should not be a pure API concern, multi-service support is merely a network implementation issue and not tied to GCCS or MPCCS, but applicable to Parlay/OSA call control in general as a network option.

Note:  There is no difference from an applcation viewpoint, i.e.the application is unaware if MPC or SPC applies on a call. No CC API interface has to be changed; all methods and parameters stay the same. From a gateway and network side it is an implementation issue to extend the number of applications that can register for notifications.
The criteria for overlap depends on if the OSA/Parlay Gateway supports a network which complies with the single point of control (SPC) or multiple point of control (MPC) principle. An example can be given by referring to IN where IN CS1 / CS2 supports SPC and IN CS3 MPC.

Proposed Changes

Additional explanatory text for the createNotification method is proposed to the Multi Party Call Control API

It is proposed to add a clarifying text in the common CC part to indicate that a network that support Multi-service (multiple point of control) can overrule the overlap criteria definitions for GCCS and MPCCS.

It is proposed to introduce these changes for OSA3 (Palay 5 /ETSI V3,  3GPP Rel 6) 


Changes to ETSI ES 202 915-04-3, 3GPP TS 29.198-04-3

6 MultiParty Call Control Service Interface Classes

The Multi-party Call Control service enhances the functionality of the Generic Call Control Service with leg management. It also allows for multi-party calls to be established, i.e., up to a service specific number of legs can be connected simultaneously to the same call.
The Multi-party Call Control Service is represented by the IpMultiPartyCallControlManager, IpMultiPartyCall, IpCallLeg  interfaces that interface to services provided by the network. Some methods are asynchronous, in that they do not lock a thread into waiting whilst a transaction performs. In this way, the client machine can handle many more calls, than one that uses synchronous message calls. To handle responses and reports, the developer must implement IpAppMultiPartyCallControlManager, IpAppMultiPartyCall and IpAppCallLeg to provide the callback mechanism.
6.1 Interface Class IpMultiPartyCallControlManager 

Inherits from: IpService 
This interface is the 'service manager' interface for the Multi-party Call Control Service.  The multi-party call control manager interface provides the management functions to the multi-party call control service. The application programmer can use this interface to provide overload control functionality, create call objects and to enable or disable call-related event notifications.  The action table associated with the STD shows in what state the IpMultiPartyCallControlManager must be if a method can successfully complete.  In other words, if the IpMultiPartyCallControlManager is in another state the method will throw an exception immediately. 
	<<Interface>>

IpMultiPartyCallControlManager

	

	createCall (appCall : in IpAppMultiPartyCallRef) : TpMultiPartyCallIdentifier

createNotification (appCallControlManager : in IpAppMultiPartyCallControlManagerRef, notificationRequest : in TpCallNotificationRequest) : TpAssignmentID

destroyNotification (assignmentID : in TpAssignmentID) : void

changeNotification (assignmentID : in TpAssignmentID, notificationRequest : in TpCallNotificationRequest) : void

<<deprecated>> getNotification () : TpNotificationRequestedSet

setCallLoadControl (duration : in TpDuration, mechanism : in TpCallLoadControlMechanism, treatment : in TpCallTreatment, addressRange : in TpAddressRange) : TpAssignmentID

<<new>> enableNotifications (appCallControlManager : in IpAppMultiPartyCallControlManagerRef) : TpAssignmentID

<<new>> disableNotifications () : void

<<new>> getNextNotification (reset : in TpBoolean) : TpNotificationRequestedSetEntry




6.1.19 Method createNotification()

This method is used to enable call notifications so that events can be sent to the application. This is the first step an application has to do to get initial notifications of calls happening in the network. When such an event happens, the application will be informed by reportNotification(). In case the application is interested in other events during the context of a particular call session it has to use the createAndRouteCallLegReq() method on the call object or the eventReportReq() method on the call leg object. The application will get access to the call object when it receives the reportNotification(). (Note that createNotification() is not applicable if the call is setup by the application).

The createNotification method is purely intended for applications to indicate their interest to be notified when certain call events take place. It is possible to subscribe to a certain event for a whole range of addresses, e.g. the application can indicate it wishes to be informed when a call is made to any number starting with 800. 

If some application already requested notifications with criteria that overlap the specified criteria or the specified criteria overlap with criteria already present in the network (when provisioned from within the network), the request is refused with P_INVALID_CRITERIA. The criteria are said to overlap when it leads to more than one application controlling the call or session at the same point in time during call or session processing.

If a notification is requested by an application with monitor mode set to notify, then there is no need to check the rest of the criteria for overlapping with any existing request as the notify mode does not allow control on a call to be passed over. Only one application can place an interrupt request if the criteria overlaps.
If a notification is requested by an application with an event type that is mutually exclusive compared to existing requested event types, then there is no need to check against the rest of the criteria for overlap. An example could be one application that trigger on “user busy” together with another application that trigger on “answer” – both requests should be allowed as only one can occur on the same call or session. 

The overlap criteria have been defined to prevent multiple points of control, leading to possible interaction problems in networks that have no multi service support. Notice that dynamic aspects cannot be taken into account in the overlap criteria check. Therefore where dynamic event arming from an application causes a persistent control relationship it can prevent other applications to be invoked in the case single point of application control applies in the network. 

However, the criteria check for overlap may as a network option be overruled by Multi Service networks allowing more services or applications to gain control of the same call or session at the same point in time. Refer to Call Control Common Definitions subpart of this specification (TS 29.198-4-1) for further details on application control over a call or session.  

If the same application requests two notifications with exactly the same criteria but different callback references, the second callback will be treated as an additional callback. Both notifications will share the same assignmentID. The gateway will always use the most recent callback. In case this most recent callback fails the second most recent is used. In case the createNotification contains no callback, at the moment the application needs to be informed the gateway will use as callback the callback that has been registered by setCallback().

Returns assignmentID: Specifies the ID assigned by the call control manager interface for this newly-enabled event notification. 

Changes to ETSI ES 202 915-04-1, 3GPP TS 29.198-04-1

4 Call Control SCF

…
4.3 Application Control of a Call or Session
First some reflections on what is meant with application control, SPC and MPC:

Single application control may be classified as to allow at the same point in time during call or session processing only one application to be capable to influence the call or session. This does not exclude more applications on the same call, but they cannot operate at the same time. This is referred to as “Single point of Control (SPC)” in IN terminology.

Multiple application control may be classified as to allow at the same point in time during call or session processing more than one application to be capable to influence the call or session. This is referred to as “Multiple Points of Control (MPC)” in IN terminology.
MPC will demand some rules for event handling among multiple applications on a call like e.g. the cascaded chain principle as defined in IN CS3, where MPC has been introduced.

From an OSA/Parlay gateway side it is a network implementation issue if multiple or single point of control mechanisms are supported. Multi service support extends the number of applications that can register for notifications. An example of multi service support network could be an OSA/Parlay Gateway in a UMTS IMS network or IN network complying to the multiple points of control principle as defined for IN CS3.
Service Interactions:
A variety of different services, service enablers, and capabilities are being standardized. There are potential feature interactions among these various services, service enablers, and capabilities.
Conflicts, incompatibilities, or modifications of one feature’s characteristics due to interactions with another active feature need to be resolved in case of multiple services. 
In case there are multiple initial notification requests (filter criteria) assigned for one subscriber, a priority describe the order in which the applications shall be contacted when the call or session encounters an event that matches the initial filter criteria. Handling of service/application interaction issues to prevent undesired interactions when multi services are to be supported is outside the scope of this specification. It is the basic assumption that the network operator is responsible for the provisioning of triggers in the network as in this domain full awareness exists of all other services and applications.
Multiple services - applicability of MPC for Parlay/OSA:

As far as the OSA/Parlay API is concerned a user can choose his clients as he wishes, i.e. the user may subscribe to more services over the network, each one being to a separate client application, not necessary placed in the same Application Server. 

Overlapping criteria have been defined e.g. for GCCS and MPCCS to prevent multiple points of control, leading to possible interaction problems. Where Multi service support is provided, the overlap criteria rules as defined to secure single point of control can be overruled.
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