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1 Introduction

This report is a part of the EURESCOM P1110 project on “OSA assessment”. One of the purposes of this project is to carry out an evaluation of existing OSA-based products and to demonstrate service development. The evaluation has two parts: evaluation of functional issues and evaluation of non-functional issues. 

Considering the OSA/Parlay paradigm, some aspects of client-supplier relationships have to be included among non functional issues: when services are offered to customers, it is important to cover carefully the aspects related to the set of supplying conditions of the subscribed features, and to the reciprocal obligations between the resources and/or features suppliers and the entity or entities that use them. It is important that client-supplier relationships in this ambit, which have to be subordinate to specific set of rules, are clearly formalised: for this purpose, in several different contexts, Service Level Agreements or SLAs, are used. In the last years, SLAs have become more and more relevant in particular in IT (and more recently in TLC) ambit, since they allow having clear statements on the conditions of service supplying. Parlay architecture, with its Network Operators vs. Application Service Providers reference model, will benefit of SLAs usage as well. 

In particular, before an external service provider is allowed to access a network operator’s SCSs, some sort of agreement is needed. The SLA can give a detailed description of all aspects of the deal, such as the extent of the contract, the responsibilities of the network operator and the service provider and actions to be taken if one of the parties does not keep their part of the deal. SLAs can be reached either offline or be made available online. Once the SLA is signed the service provider can start using the SCFs agreed on. Although the SLA is signed, both on-line authentication with digital signatures and on-line authorisation for use of the SCFs is needed. A SLA should include parameters regarding service performance, service assurance, service constraints etc. There should be a management system for administration and storage of SLAs allowing the SCFs access to SLA parameters for their configuration. The system should provide functionality enabling monitoring, logging and statistics options to ensure proper use of the gateway by third parties and to keep track of whether obligations are being met. For example, a record should be kept of the amount and type of method calls from a particular service provider, so trends in usage can be tracked and breaches of a SLA can be identified.

This PIR addresses some SLA topics and their possible impacts on OSA/Parlay systems and architectures, since some of the aforesaid rules have to be, or can be, under Parlay Gateway control.

The first part of the document, chapter 2, contains a definition for SLA, a general description of SLA characteristics and contents, and some considerations related to their usage in OSA/Parlay world. In chapter 3, some specific points, related mainly to OSA/Parlay Gateway and Framework Interfaces, are analysed. Chapter 4 is related to formal languages that can be used in SLA ambit. Chapter 5 extracts from the work done some conclusions and guidelines that can help Network Operators to deal with SLAs in OSA/Parlay context.

The result of this public document will be to support discussions between the EURESCOM team and Parlay/ 3GPP CN5. These shall be enabled using the following e-mail exploder address: mailto:p1110-parlay@EURESCOM.de
2 Service Level Agreement (SLA) in OSA/Parlay context

2.1 Service Level Agreement: a definition

Networks opening, carried out by Parlay architecture, which foresees the supply to third parties of network features like announcements playing, calls routing and queuing, various messaging capabilities etc., calls for the need to introduce set of rules between entities that makes network capabilities available (Network Operators) and the entities that access to them (third parties).

Such rules typologies, formalised in technical-commercial agreements between a service supplier and a user
, are quite common in data networks, as well as in completely different contexts; these agreements are the mentioned Service Level Agreements or SLAs. Various description of a SLA can be given, more or less tailored to different specific situation; but a general definition can be:

“A SLA is a contract between a Supplier and a Consumer of one or more features, that rules the supply conditions and that defines constraints on quality levels of such features.”

The above definition is applicable also in the OSA/Parlay context, since it is necessary to rule on technical side, in addition to the commercial side, the relationships between Network Operators and Application Service Providers.

2.2 SLA characteristics

In general, the literature reports that in IT/TLC ambit the SLA is a document that defines clauses related to:

· Services and/or features the supplier commits itself to offer and their characteristics (parameters or service level indicators), in terms of quality levels.

· Supply conditions of such services/features.

· A set of measurements allowing evaluating the conformance of the levels of supplied services/features to the SLA statements. Methodologies, periodicity and conditions related to such measurements should also be addressed, as well as the conformance documentation conditions (e.g. periodic reports to be sent to clients).

· Management conditions related to all the situations of non-conformity to the declared service levels: definition of force majeure situations, responsibilities, and possible penalties. Such situations can rise both in periodic measurements check phase (previous point), and in “asynchronous” way.

· SLA duration and conditions of its modifications/evolutions in time.

A SLA contains then, among other things, the formalisation of a set of commitments the supplier take upon itself, and a set of processes existing between who supplies the services or features, and who uses them.

Moreover, a SLA is composed of a Business-Legal part and a Technical part. The Technical part contains, among other things, the so-called SLS (Service Level Specification), or SLOs (Service Level Objectives). SLS is a set of parameters, which define the offered services and the quality of service.

2.3 General SLA contents

Among SLA contents, an essential part, on which particular and context-specific analysis are necessaries, concerns the parameters of the supplied services/features (i.e. the SLS) and the related measurements. Typically, when applicable, parameters related to quality levels are expressed in “performance” measurements (in this case the term has to be intended in a broad sense and not necessarily associated to traffic aspects). In case of network supporting QoS (Quality of Service) management (e.g. IP or ATM network), a set of SLA parameters can be related to QoS constraints.

Parameters to be inserted in SLAs have to be measurable and have to give significant indications related to the specific context, for instance the error rate in a data link is measurable, but not significant for an end-user, whereas mean response times of an application (that can be high due to high error rates) are more significant. Each SLA (or SLA class) need its own parameter set. The following table contains some examples of significant SLA parameters (related to different contexts):

Table 1: examples of SLA parameters with their possible values

	PARAMETER
	GUARANTEED PERFORMANCES

	Reliability
	· Network: not more than 1 hour of not planned lack of service per-year (apart from servers and hosts)

· Servers: not more than 30 minutes of not planned out of service per-year

· Hosts: not more than 20 minutes of not planned out of service per-year

	Activity
	· Help desk calls will be treated by 30 minutes

· Modem lines connections will be automatically released after 15 minutes of lack of activity 

	Usage
	· The system will allow up to 40 user simultaneously connected in busy hour

· E-mail traffic will be not more than 5% of the total amount in busy hour

	Performances
	· Application response times will be within 2 seconds in 95% of attempts

· Application timeouts will occur less than 1 time each 50.000 sessions

· Intranet mail servers response times will be within 10 seconds


A SLA parameters statement, concerning both choice and values, is only the starting point of a refinement process that has to prosecute during services/features supply. A periodic revision of measurement procedures, as well as of the SLA parameters themselves, should be done, to make them as much suitable as possible to client and supplier needs (parameters can be over or under-estimated, requirements and technologies can change etc.).

Other elements to be considered are then conditions and tools for parameter monitoring. Also in this case, detailed considerations decontextualised are not significant, but in general, in several situations, because of parameters multiplicity/complexity, it will not be sufficient a simple monitoring of traffic levels and error rates, or it can be necessary to collect information from different network points, and to correlate them.

2.4 SLA contents in OSA/Parlay ambit

Part of general SLA characteristics and concepts can be now inserted in the specific OSA/Parlay context: here, a SLA between the OSA/Parlay framework and the application server (physical entities that can represent respectively NOs and ASPs
), specifies, among other things, the offered capability features of OSA/Parlay SCFs (Service Capability Features) to the 3rd party service provider, and the utility of OSA/Parlay SCFs by the 3rd party service provider.

In the following of the chapter, those parameters or aspects that can be under control of the Parlay Gateway are marked with the superscript C (i.e. “Control”), to make the reading easier. They are further addressed in chapter 3 (excluding the Business-Legal part).

2.4.1 Business-Legal part

The Business-Legal part of these SLA will contain the business-related contractual details for the whole service, the usage of OSA/Parlay SCFs and the penalties. 

In any SLA there will be obligations on both the customer and the provider; there will also be joint responsibilities:

· Customer’s Obligations:

· to conform to laws of lands in which traffic flows

· consideration needs to be given for cross border traffic

· pay for services used

· no attempt to access to not subscribed resources or to not owned data or applications

· provide any information required under contract

· Providers Obligations:

· provide service as per performance guarantees

· keep confidential information provided by customer (except as required by law)

· prevent third parties gaining access to customer's traffic

· place no restrictions on customer's usage other than those explicitly agreed or required by law

· pay any agreed penalties for downtime

· Joint Obligations

· start and end dates of agreement

· the SLA will contain details of arbitration process in case of dispute

· rate of payment (may depend on quantity e.g. customer penalties for usage outside agreed traffic limits, or provider penalties for inability to provide agreed capacity)

The Business-Legal part contents should then include:

· Contract ID.

· Service start date C.

· Service end dateC.

· Payment termsC.

· Service availabilityC.

· Service reliabilityC.

· Required SCFsC.

· Utilisation of each SCFC.

· Update method for the Technical part.  

· Measurement method, duration and frequencyC.

· Penalties for substandard service.  

· Penalties for over usage.

· Customer support and customer care.

· Logging and traceability of actions performedC.

· Tracing ability of malicious calls.

· Actions taken in case of erroneous usage of interfaces (e.g. blocking of interface usage).

· Reselling of capacity.

· Authentication validity (e.g. valid for more than one gateway/operator).

2.4.2 Technical part

The Technical part is related to what has been stated in the business-legal part, in terms of resources usage and defined processes. Since resources are supplied by SCFs, their relationship with SLAs needs to be analysed.

Each SCF provides the intrinsic features (i.e. way to use resources) to an application. Therefore, parts of the mentioned Service Level Specification contents are SCF dependent.

SCF independent SLS contents are:

· Overall capacity/throughputC (total for all of the interfaces this provider has access to).

· Reporting of service failuresC.

· Authentication methodC.

· Validity period for authenticationC.

The following sub-sections describe the SCF de-pendent SLS contents related to the different OSA/Parlay SCFs.

2.4.2.1 Location Based SCF 

The Location Based SCF provides an application server with the information of network user location (cell ID) or geographic user location (co-ordinates). The SLS contents should include the parameters, which represent the followings:

· Type of location info, e.g. cell ID based, or WGS co-ordinate based (World Geographic System), or local co-ordinate system basedC.

· Accuracy of location info, e.g. 50 meters.

· Altitude obtainabilityC.

· Age of the location info, e.g. date/time in GMT or in location timeC.

· Method for triggering location info, e.g. periodically or only by changing cellC.

· Method for reporting location info, e.g. application requesting or application being notifiedC.

· Capability for multi-user location info triggering, e.g. the maximum number of triggered userC.

· Duration for the usage, e.g. the average duration for the service usageC.

· Numbers for which location info requests is allowedC.

· Number of location reports allowed over a certain period of timeC.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider.

· Location info visibility (are service provider allowed to display this information to other than the owner).

2.4.2.2 User Status SCF

The User Status SCF enables an application to retrieve the status of the user’s terminal, e.g. switched-on, switched-off, attached, detached, busy. The SLS contents should include the parameters, which represent the followings:

· Capability for multi-user status info triggering, e.g. the maximum number of triggered userC.

· Speed for the status info triggering, e.g. the average time needed to trigger the user’s status.

· Numbers for which user status info requests is allowedC.

· Number of user status reports allowed over a certain period of timeC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider.

· User Status info visibility (are service provider allowed to display this information to other than the owner).

2.4.2.3 Account Management SCF

The Account Management SCF provides an application server with the user’s account info. The SLS contents should include the parameters, which represent the followings:

· Type of account info, e.g. transaction history, current account balance, allowed credit limit (for Credit Card payment), allowed debit amount (for bank withdrawal), allowed pre-paid amount or allowed post-paid amount (for payment using network billing) C.

· Speed for obtaining account info.

· Security level for account infoC.

· Numbers for which account management requests are allowedC.

· Number of requests allowed over a certain period of timeC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider.

· Account info visibility (are service provider allowed to display this information to other than the owner).

2.4.2.4 Charging SCF

The Charging SCF provides an application server to charge the user on-line. The SLS contents should include the parameters, which represent the followings:

· Type of payment, e.g. credit card, electronic checker, bank account withdrawal, reservation, pre-paid or post-paid using network billingC.

· Speed for on-line payment or account state updating.

· Security level for the on-line paymentC.

· Multi-currency support, e.g. request charging in the customer preferred currencyC.

· Speed for following the exchange rateC.

· Numbers for which charging requests is allowedC.

· Number of charging requests allowed over a certain period of timeC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider.

· Charging info visibility (are service provider allowed to display this information to other than the owner).

2.4.2.5 Data Session Control SCF

The Data Session Control SCF provides an application server with the PS (Packet Switched) connectivity to the user. The SLS contents should include the parameters, which represent the followings:

· PS connectivity performance related parameters, e.g. one-way or two way connection, connection availability, connection time, connection interruption rate, throughput, good-put, connection speed, packet loss rateC.

· Supportability for the terminal initiated or the application initiated call.

· Number of data session control requests allowed over a certain period of timeC.

· Numbers for which data session control notification is allowed to be asked forC.

· Number of notifications supported over a certain period of timeC.

· Maximum number of simultaneous data sessions controlled/monitoredC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider.

2.4.2.6 Call Control SCF

The Call Control SCF provides an application server with the CS (Circuit Switched) connectivity   to the user. The SLS contents should include the parameters, which represent the followings:

· CS connectivity performance related parameters, e.g. call blocking probability, connection time, dropped call rate, bandwidth, user data rate, one-way delay or round trip delay, jitter, BER or FERC.

· Supportability for the terminal initiated or the application initiated call.

· Multi-media performance related parameters, e.g. the moving speed and the resolution for video, the minimum and maximum data rate. 

· Multi-party performance related parameters, e.g. the simultaneously supported the call partiesC.

· Numbers for which call control requests is allowed (e.g. no call set-up to other operators or other countries) C.

· Number of call control requests allowed over a certain period of timeC.

· Numbers for which call control notification is allowed to be asked forC.

· Number of notifications supported over a certain period of timeC.

· Maximum number of call legs allowed in one callC.

· Maximum number of simultaneous calls controlled/monitoredC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider (e.g. no CLI).

· Call info visibility (e.g. are service provider allowed to display CLI information to called party).

2.4.2.7 User Interaction SCF

The User Interaction SCF provides an application server the communication to and from the user. The SLS contents should include the parameters, which represent the followings:

· Type of message, e.g. SMS or USSDC.

· Number of user interaction requests allowed over a certain period of timeC.

· Numbers for which user interaction notification is allowed to be asked forC.

· Number of notifications supported over a certain period of timeC.

· Maximum number of simultaneous user interactions controlled/monitoredC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider. 

2.4.2.8 Terminal Capabilities SCF

The Terminal Capabilities SCF enables the application server to find out what capabilities the user’s terminal supports. The SLS contents should include the parameters, which represent the followings:

· Supported media type (the media the terminal is capable to deal with), e.g. audio, video.

· Supported text formats, e.g. table, colour. 

· Supported graphical display, e.g. resolution, speed (number of pictures/min), color.

· Simultaneously supported number of calls/sessionsC.

· Numbers for which terminal capabilities requests are allowedC.

· Number of terminal capability requests allowed over a certain period of timeC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider (e.g. no CLI).

· Terminal Capability info visibility (i.e. whether service providers are allowed to display information to other than owners or not).

2.4.2.9 Generic Messaging SCF

· Numbers for which messaging requests is allowedC.

· Number of terminal capability requests allowed over a certain period of timeC.

· Numbers for which notification is allowed to be asked forC.

· Number of notifications supported over a certain period of timeC.

· Throughput allowed (on method level) C.

· Set of methods visible to service provider.

· Set of method parameters visible to service provider (e.g. no CLI).

The spec. is only available by the 3GPP Release 5.

2.4.2.10 Connectivity Management SCF

The spec. is only available by the 3GPP Release 5.

A SLA can contain one or more SLSs for the provider to offer classified services. 

The SLS can be static or dynamic.  a) A static SLS may specify that “the service offered to the customer” may change during the period, e.g. “Gold” service offer between 9 am and 5 pm, Monday to Friday, “bronze” service offer for all other time. b) A dynamic SLS allow operator to dynamically re-negotiate an SLS thus optimise the usage of network resource at any time. 

The dynamic SLS re-negotiation is based on the statistical measurements, i.e. the SLS shouldn’t change due to the additional or removal of a single micro-flow, SLS changes only when a certain percentage of the resource has been added or removed.

The dynamic SLS re-negotiation process can be based on resource allocation requests from customers or on network resource usage measurements.

The Parlay ConnectivityMgr SCF is designed to realise the dynamic SLS. OSA Connectivity Manager SCF will be available in 3GPP Release 5 (29.198-10). 

3 SLA and OSA/Parlay Gateway

3.1 Identification of SLA aspects that can be treated by or anyway under PGTW control

PGTW (OSA/Parlay GaTeWay) is composed by FW (FrameWork) and SCSs (Service Capability Servers). For an application server, the FW controls the access, the usage and the quality of SCFs, and the SCSs provide the predefined SCFs (or bearer services). 

The SLA, between the PGTW and the application server, specifies the control items for FW and the characteristics of desired SCFs for SCSs. 

Various aspects of such a SLA have been mentioned in 2.4. Some of them can be controlled by PGTW (FW or SCSs). This paragraph provides only those SLA aspects, which are controllable by the PGTW (FW or SCSs). 
3.1.1 Framework

The PGTW FW controls:

· The FW access by authenticating the application server;
· The SCSs access by authorising the use of SCFs;
· The SCFs usage by signing the service start and end point, and the utilisation of each SCF; 
· The SCFs update by notifying the application server with newly available or unavailable SCFs;

· The service availability by managing the load (Load management: monitoring the SCS load state, warning the application server when overloaded, rejecting the new request when serious overloaded);

· The service reliability by managing the fault (Fault management: detecting the service failure, informing the application server, stopping the usage of SCF);
· The supported address systems.
· The supported currency for the service charging.
3.1.2 Location Based SCS 

The PGTW Location Based SCS controls:

· The type of location info by communicating to different underlying networks and network elements, e.g. fixed network for fixed position, mobile network for cell ID or WGS co-ordinates or local co-ordinates.

· The availability of altitude info by communicating to the relevant network and network element. 

· The accuracy of location info by using different triggering methods and computing algorithms, e.g. by single cell TA (Timing advance) triggering, or by multi-cell TAs triggering, or only by cell changing. 

· The age of the location info by using different triggering method, e.g. by any time modification, or by periodical requesting, or by last registration.

· The maximum number of simultaneously triggered users by rejecting the over demand.

· The maximum duration for the service usage by terminating the service.

· The maximum number of location reports allowed over a certain period of time by rejecting the over demand.

· The service charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.3 User Status SCS

The PGTW User Status SCS controls:

· The type of status info by communicating to different underlaid networks and network elements, e.g. fixed network for busy or not busy, mobile GPRS network for busy, ready, standby, idle, switched-off.  

·  The maximum number of simultaneously triggered users by rejecting the over demand.

·  The maximum duration for the service usage by terminating the service.

· The maximum number of status reports allowed over a certain period of time by rejecting the over demand.

· The service charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.4 Account Management SCS

The PGTW Account Management SCS controls:

· The type of account info by communicating to different charging systems, e.g. network billing system, bank, for transaction history, current account balance, allowed credit limit (for Credit Card payment), allowed debit amount (for bank withdrawal), allowed pre-paid amount or allowed post-paid amount (for payment using network billing). 

· The security level for account info by using different inquiring method or protocols.

· The maximum number of simultaneously inquired accounts by rejecting the over demand.

· The maximum duration for the service usage by terminating the service.

· The maximum number of account reports allowed over a certain period of time by rejecting the over demand.

· The service charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.5 Charging SCS

The PGTW Charging SCS controls:

· The type of payment by communicating to different charging systems, e.g. network billing system, bank, for charging by credit card, electronic checker, bank account withdrawal, reservation, or network billing with pre-paid or post-paid.

· The security level for the on-line payment by using different payment methods or protocols.

· The multi-currency support by providing the exchange rate.

· The age of exchange rate by changing the updating period.

·  The maximum number of simultaneously inquired charging actions by rejecting the over demand.

· The maximum duration for the service usage by terminating the service.

· The maximum number of charging action allowed over a certain period of time by rejecting the over demand.

· The service charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.6 Data Session Control SCS

The PGTW Data Session Control SCS controls:

· The serving underlaid network by identifying the required SSF through calling or called number (fixed or mobile), and the required QoS.

· The maximum number of simultaneous data sessions controlled/monitored by rejecting the over demand.

· The maximum number of data session requests allowed over a certain period of time by rejecting the over demand.

· The maximum number for which data session control notification is allowed to be asked for by rejecting the over demand.

· The maximum number of notifications supported over a certain period of time by rejecting the over demand.

· The maximum duration for the service usage by terminating the session.

· The session charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.7 Call Control SCS

The PGTW Call Control SCS controls:

· The serving underlaid network by identifying the required SSF through calling or called number (fixed or mobile), and the required QoS.

· The maximum number of simultaneous call controlled/monitored by rejecting the over demand.

· The maximum number of call requests allowed over a certain period of time by rejecting the over demand.

· The maximum number of simultaneously supported call parties, by rejecting over demanded legs.

· The maximum number for which call control notification is allowed to be asked for by rejecting the over demand.

· The maximum number of notifications supported over a certain period of time by rejecting the over demand.

· The maximum duration for the service usage by terminating the call.

· The call charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.8 User Interaction SCS

The PGTW User Interaction SCS controls:

· The type of used message by communicating to the relevant underlaid network and network element, and using different methods, e.g. SMS or USSD.

· The maximum number of user interaction requests allowed over a certain period of time by rejecting the over demand.

· The maximum number for which user interaction notification is allowed to be asked for by rejecting the over demand.

· The maximum number of notifications supported over a certain period of time by rejecting the over demand.

· The maximum number of simultaneous user interactions controlled/monitored by rejecting the over demand.

· The service charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.9 Terminal Capabilities SCS

The PGTW Terminal Capabilities SCS controls:

· The maximum number for which terminal capabilities requests are allowed by rejecting the over demand.

· The number of terminal capability requests allowed over a certain period of time by rejecting the over demand.

· The service charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

3.1.10 Generic Messaging SCS

The PGTW Generic Messaging SCS controls:

· The maximum number for which messaging request is allowed.

· The maximum number for which notification is allowed to be asked for.

· The maximum number of notifications supported over a certain period of time.

· The application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

(The spec. is only available by the 3GPP Release 5.)

3.1.11 Connectivity Manager SCS

The PGTW Connectivity manager SCS controls:

· The maximum number of SLS which can be realised dynamically and simultaneously, requested from application server side or based on the network resource usage measurement, by ignoring the over demand.

· The maximum updating speed for a SLS by ignoring the over demands.

· The service charging to the application server by generating CDR like report with the selective service usage info such as type, amount, time, etc.

(The spec. is only available by the 3GPP Release 5).

3.2 SLA monitoring and enforcement in OSA/Parlay Gateway

When a SLA becomes effective, the agreed constraints have to be “placed” in the real network (or networks). This raises the two matters of realising the SLA conditions acting on the opportune objects/entities (SLA “enforcement”), and of verifying that agreed behaviour conditions and indicator values are conformant to the SLA statements in time (SLA monitoring). Those two key points can be clearly identified in the SLA life cycle, described in the following subchapter.

3.2.1 SLA life cycle

As already hinted at in previous chapter, setting up the initial SLA is only the beginning of an on-going process of improvement and adjustment. A high level description of such a process is contained in the following flowchart, which shows an example of SLA lifecycle.
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Figure 1: SLA life cycle

In Figure 1 SLA enforcement can be identified in the “Set Service Level Objectives” activities. Periodic review of the procedures for measuring SLA metrics and review of the metrics themselves will ensure that SLAs continue to meet the needs of the Contractors. The review of the performance/metrics against the SLA can typically be scheduled monthly. Once a monitoring period has been concluded, exceptions and trouble spots have to be identified, analised and solved. SLA evolution in terms of network or services requirement modifications can require acting more than one time to change the SLOs. Both enforcement and monitoring aspects have impacts on Parlay Gateways, and should be, even if not completely, under their control.

3.2.2 SLA enforcement

To make effective SLA conditions in a real network is a complex issue impacting both on network element and on centralised entities (i.e. Parlay gateways). Concerning gateways, several aspects can be enforced by giving proper values to Service Properties linked to the Service instance that is created for a particular Client application: this aspect is treated in detail in paragraph 3.3. Another methodology that can be used, combined with Service Properties, is the use of policies. A description of policy issues and terminology in Parlay ambit, together with example scenarios and a proposal for a set of related API, can be found in [1]. 

Policies can be generically defined as “a set of rules to administer, manage, and control access to network resources” [2]. Such rules are relationships between a set of conditions and a set of actions; when the set of conditions is satisfied, the associated actions are triggered. To drive the behaviour of network resources, the rules need a Network Policy Engine Complex (hosted by the network, i.e. belonging to the NO domain), that is a physical entity in which policies are “executed”. According to the Policy Core Information Model (PCIM) defined by IETF Policy Framework Working Group [3], Parlay identifies three entities acting in the policy complex: a Policy Repository, that is a database where policies and related information are stored and managed; a Policy Decision Point (PDP), that is a software agent responsible for policies decision identification, and Policy Enforcement Points (PEPs) these are software agents running on behalf of network resources (possibly on them) and which enforce policies identified by PDP. 

The following picture (extracted from [1]) depicts the mentioned entities, together with the indication of Parlay policy specific interfaces
: 1, 1+, 2, 2+. Via interfaces 1 and 1+, authorised 3rd Party Applications and Network Service Providers respectively, access the Policy Repository to create, make public, modify, delete policy classes, whereas via interfaces 2 and 2+ they can access the PDP for notification requests and notification of policy related events (e.g. bandwidth threshold reached or success/failure of updating an usage policy). From this reference architecture, the Parlay Policy Manager Workgroup is analysing and defining a Parlay Policy Service, composed (currently) of a Policy Domain Management API, to define and manage policy classes, a Policy Event Management API, to register or de-register for policy events, and to receive notifications, a Policy Statistics API, and a Request Management API, for others policy management aspects.
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Figure 2: Parlay Policy Architecture

Since policies allow controlling and managing network resources behaviour, and SLAs contain conditions on services supplied by the network (i.e. SLOs), it follows that policies are a good means to achieve some kind of SLOs, i.e. for SLA enforcement. Moreover, since policies are typically dynamic (namely the conditions on which the decision are taken can change in time, also by external requests, with consequences on the corresponding actions), they can help to manage the SLA lifecycle, allowing, within certain limits, a “dynamic SLA management”, in the sense that a subset of SLA statements can be managed and/or modified by NOs or directly by ASPs, via policies, when the SLA is already “up and running”. In a Parlay policy-enabled network it is then possible to write SLAs whose constraints can change dynamically during their lifecycle (possibly within a certain range, fixed when the SLA was signed), depending on the effective needs of ASPs; in this way a fine SLA parameters tuning, minimising the impacts on SLA procedures, is achieved.

The use of policies rises, however, some aspects are to be considered:

· Possible Business Models. Several business models are possible concerning the use of policies; in particular an important aspect is related to the “degrees of freedom” a NO decides to give to ASPs for controlling network resources via policies, and which capabilities/features the NO is disposed to make available via policies. For instance, it is expected that QoS management (when possible) is quite open to ASPs management via policies by several NOs, but maybe that some NOs will non be disposed to “open” aspects like billing and charging, security or AAA; this does not mean that policies will not be used at all, but they could be under exclusive NOs control.

· Use of Policies in different contexts. Although policy based techniques can be applied, in theory, to all kind of networks and services, they are currently common in IP networks, e.g. for QoS management, to deal with AAA features or for application and user priority management, but policies are not so common in TLC world, and some aspects of their use in this context need further analysis.

· Policies vs. Service Properties. It has to be underlined that, concerning SLA management/enforcing, policies are not alternatives to Service Properties, but complimentary. In fact, policies cannot substitute the use of properties for Service profiling, but they can be used, in the way mentioned above, to dynamically modify some SLA parameters within specific ranges or conditions. Anyway, the relationships between policies and service properties should be object of further analyses, depending also on Parlay specification evolutions in this field.

· Network Policy Engine Complex. The NO has to supply a support environment that includes a policy complex where policies are hosted and executed. When Parlay specifications concerning policies will be more detailed, it is likely that some Parlay gateways will optionally offer policy engine complex capabilities.

· Network resources “opening”. To benefit from policies advantages, network resources have to be able to engage in dialogue with PEPs (or possibly be equipped with them), namely they have to be “policy enabled network resources”. This implies that this kind of resources, if not already designed for policies use, have to be “open” and that software development for PEPs dialogue can be needed. For some NOs the problem of legacy reuse can then be present.

· Parlay APIs for SLA. The links between SLA and policies are currently under analysis also by the Parlay Policy Manager Workgroup. In [1] it is reported that the matter of possible APIs for SLA will be considered in Parlay 4.0.

3.2.3 SLA monitoring

In most situations SLA conditions will be related to performance or behaviour of several different network resources, then SLA monitoring means to monitor various entities, i.e. monitoring activities will be typically spread around the network. This implies that Parlay Gateways have an important role, but they will not be sufficient to monitor complex SLAs. The most general scenario will be constituted of a set of network points from which opportune equipment (or “probes”) extract data and send them to one or more centralised points for collection and processing. Such centralised points should be Parlay Gateways, or anyway processing and data storage capabilities directly linked to Parlay Gateways. 

Unexpected or abnormal events, that can asynchronously rise both from network side and on Parlay Gateway/Application Server side (creating lack of service or inefficiency), have also to be considered; these kinds of events typically raise alarms that have to be managed in monitoring phase.

The various SLA monitoring aspects rise the following points:

· Parlay gateways should be equipped with capabilities to allow monitoring of those aspects that are under their control.

· Parlay gateways should be equipped with capabilities for data processing, storage, management etc., or better, should be equipped with data warehouse/data mining capabilities. It is expected that an efficient cross-analysis of network data and Gateway data can give useful indication on how to structure new SLAs.

· The network should be equipped with the equipment needed to extract all the relevant data, and those equipments should be linked to the centralised processing point (i.e. Parlay Gateway).

· Simple and clear procedures to recover from non-conformance situations should be defined; such procedures should be activated during the monitor phase.

· In some cases it will be necessary to review network OA&M procedures to make them adequate to SLA requirements, in terms of monitoring and documentation.

3.3 Parlay service agreement vs. SLA

This section provides an analysis of the current mechanisms provided by the Parlay/OSA specifications. It then assesses whether this method is satisfactory for the agreement of the parameters of a Parlay/OSA service level agreement (as defined in section 2.4). The assessment does not consider all SLA parameters but by giving examples raises the important issues around which enhancements to Parlay/OSA or other methods are necessary.

3.3.1 How SLAs can be specified in Parlay

This section aims to explain how SLAs can be defined and agreed using the Parlay specification. It does not cover how Parlay can be used to monitor the actual level of performance and check whether it meets the SLA. That is the subject of Chapter 3.2.

Although many of the attributes specified in the SLA have Parlay methods that can be used to determine their value at any given time, this is not enough to specify a SLA. Instead, we need a way to record an intended range for the values. For example, in the case of accuracy of location info, we can find the user's current location with a claimed accuracy using IpUserLocation::locationReportReq method - but that does not tell us what guarantees the Parlay service provider offers with respect to accuracy.

The solution that is proposed by Parlay/OSA and presented in this document is to describe the SLA using properties and templates. The Parlay service provider offers a SLA by setting values for properties and templates when he registers a service with the framework. The user (Enterprise operator or Application developer) accepts (or rejects) the SLA by subscribing (or not) to the service.

Within Parlay, each service type known to the framework has an associated list of properties. Properties are free-format text fields, which may be used to encode more complicated data structures. Properties may be mandatory (in which case the Parlay service provider is obliged to supply a value for them) and may be read-only (in which case the value, once set, cannot be changed.)

In general, for several conditions in the SLA, a corresponding property will be defined. Although many properties will correspond to Parlay values, they will not in general have the same data type. For example, a property specifying upper and lower bounds for an integer Parlay value would contain two integers. The order (e.g. upper bound first) might be agreed in advance, or it might be self-documenting, (e.g. a string such as "maximum: 999.99; minimum: 000.00") which could be understood by humans. The format would need to be sufficiently regular for automatic validation, so a programming language (e.g. "%s < 999.99 && %s > 000.00") might be appropriate. Further examples are considered below. At all events it is clear that the format of properties is non-trivial; a convention would need to be agreed in advance, and such a convention would have to be external to the Parlay interface, as there is currently no provision for it within Parlay. (Possibly it might be a suitable enhancement to a later version of Parlay.)

When the Parlay service provider defines a service (using IpFwServiceRegistration::registerService), he will supply a value for that property, specifying the value for that condition, which he is prepared to guarantee. Normally, the properties will be marked read-only, so that the user cannot alter their values.

As an alternative it would be possible to have their values set by the user. However, this greatly increases the complexity of the transaction. It is the Parlay service provider who specifies the acceptable range of values of properties, but the user signs the contract with the framework; therefore, the framework must know the acceptable range of values in order to agree to the contract. One can imagine a second level of properties specifying the bounds of the first-level properties, but again the semantics would have to be agreed outside the Parlay mechanism. Also the pricing agreement would have to cover all values, which a user could choose.

The user who wishes to subscribe to a type of service uses the IpServiceDiscovery::discoverService method to find what instances of that service are on offer, and what the SLA is for each. He can then choose (using the IPAccess::selectService method) the instance of the service, which meets his requirements best, and agree to the service and its associated SLA using the IpAccess::signServiceAgreement method.

If none of the service instances on offer is satisfactory, he can negotiate with a service provider (either Network operator or Framework operator if they are different) to set up a new instance of the service with the SLA he wants. This negotiation must be done off-line – i.e. it cannot be done purely with the Parlay interface.

Note that the set of properties for a service type (and hence the conditions in its SLA) must be defined with the service type, and so are set by the framework operator, whereas the values of the properties are set by the Parlay service provider.

As a special case, the Quality of Service SLA is described by "templates". Templates are similar to sets of properties, but with the following differences:

1. They are only applicable to the Connectivity Manager service type.

2. There is a many-to-many relationship between services and templates: i.e. a provider may offer several different templates for a given service, and one template may be applied to several different services.

3. The elements of the tags are pre-defined by the Parlay specification.

4. The user can choose templates (or swap between them) after the agreement has been signed.

In theory the user could swap between sets of properties by signing several service agreements with different sets of properties, but that is a more cumbersome solution and might have cost implications.

It seems inconsistent that templates are available for QoS and not for other services. When there is consensus on a suitable set of properties for other services, consideration might be given to implementing them as templates as well.

3.3.2 Examples of shortfalls in the SLA to Service Property relationship

The following sections give examples of some of the shortfalls, which the current Parlay service subscription mechanism creates in satisfying the agreement of the service capability specific SLA parameters. For each interface section below pertinent examples are given where it is expected that a conflict will exist between that which is to be described and the Parlay mechanism for its description.

3.3.2.1 Location Based SCF

There are three interfaces in OSA, which can implement the Location Based SCF:

· IpUserLocation

· IpUserLocationCamel - for mobile telephony users

· IpUserLocationEmergency - for users who make emergency calls

The proposed SLA entry "accuracy of location info" is a good example of the complexity of mapping conditions to Parlay attributes. Position can be represented by a structure of type TpGeographicalPosition, which has provision for much more specifications of user location than a simple number of meters. Consideration would need to be given whether each attribute of the structure should have its own bounds, or whether the SLA should insist that one particular specification of location is used. 

3.3.2.2 User Status SCF

The user status interface again offers information, which requires prior definition of how the free text service property mechanism (in Parlay/OSA) can be used to represent this information. The key example here is relating to the user status reporting method. The application can ask for a user’s line status to be repeatedly tested in the network. However, the parameter giving the speed for the status info triggering, e.g. the average time needed to trigger the user’s status needs to be agreed between Parlay Service provider and framework provider, as well as between Application and Parlay Service provider.

Again the protocol for specifying this information must be agreed by both parties. One integer value may specify an average but an acceptable variance may also be relevant.

3.3.2.3 Account Management SCF

The shortfall within the Account Management SCF is again within the definition and agreement by two parties as to the representation of information. The parameter below lists the Enterprise operator properties.

IpEntOpAccountInfoQuery - void getEntOpAccount
(out TpEntOp enterpriseOperator)

The enterprise operator properties is a list of name/value pairs, which provide enterprise operator related information such as the name, organisation, address, phone, e-mail, fax, payment method (credit card, bank account), etc. to the framework.

3.3.2.4 Charging SCF

The types of exceptions realised in this SCF have already been covered.

3.3.2.5 Data Session Control SCF

The SLA parameters for Data Session Control are closely aligned to the Connectivity Management SCF parameters. These parameters are partly agreed in the framework but can be flexibly defined from within the Connectivity Management service interface.

3.3.2.6 Call Control SCF

Again both parties must agree a convention for this SCF. For example, the numbers for which CCF service applies could be a list of integers or may be more suitably specified as a number range or a combination of the two.

3.3.2.7 User Interaction SCF

The SLA parameters have been covered by previous comments.

3.3.2.8 Terminal Capabilities SCF

Parameters of this SCF contain some potentially complicated descriptions due to the possible permutations of terminal type descriptors, graphical display options and text formats. It would impose too much restriction on the SLA definition process to try to define any parameters.

3.3.2.9 Generic Messaging SCF

Parameters are covered by previous issues.

3.3.2.10 Connectivity Management SCF

This interface (IpQoSMenu) holds the QoS menu offered by the provider. Each QoS service offered (e.g., Gold, Silver) is specified in a separate template. The template specifies the parameters and their default values from which the operator may choose to create a VPrP. From "Connectivity Manager Service Interfaces": "Enterprise Operator completes the VPrP template: i.e. selects a value for delay, loss, jitter and excess traffic treatment action, enters the SLA ID against which the template could be validated, selects the endpoints, load parameters and traffic flow direction, and selects the time requirements desired." A template is validated against an SLA. ParlayConnectivityManager is the only module, which refers to the SLA.

The issue with this is that although this method provides one mechanism for application and gateway to agree some SLA aspects it is not consistent with the rest of the interfaces within Parlay.

3.4 PGTW characteristics to support SLA 

To be able to support the use of SLAs, the PGTW needs to support certain characteristics. These characteristics could be e.g. facilities for storage of and access to SLAs, non-functional aspects and configuration capabilities, policies support, etc. This section discusses those characteristics and provides the requirements for a PGTW supporting the use of SLAs.

3.4.1 Non-functional characteristics

The SLAs will contain parameters where the PGTW operator will be committed to fulfil certain obligations that can be related to non-functional characteristics of the PGTW. Some of these non-functional aspects are:

· Availability

· Performance

· Security

3.4.1.1 Availability characteristic

Regarding availability, the PGTW operator will be obligated to providing a certain level of availability for the SCFs offered. The availability offered must be supported by having a platform with high reliability and maintainability performance.

3.4.1.2 Performance

Regarding performance, the PGTW operator will be obligated to providing a certain level of performance for the SCFs. The performance offered must be supported by having a platform that is highly scalable and flexible when it comes to configuration of SCFs. In cases where SCFs are distributed on two or more SCSs, it is important for the PGTW operator to be able to dynamically reconfigure the placement of SCFs as requirements for performance related to the different SCFs changes. It is also important to have sufficient means to handle overload situations in a controlled manner, to minimise the effect on running services.

3.4.1.3 Security

Regarding security, it is important for the PGTW operator to provide a secure access to SCFs to be able to protect against misuse and malicious attacks on the PGTW that could jeopardise the PGTW availability. It is also important to secure confidentiality and integrity of data related to SLAs.


3.4.2 SLA storage facilities

The PGTW would have to facilitate the storage of SLAs in a database. The database should be secured to prevent unauthorised access to any of the stored SLAs, and the database should be of high availability to prevent a situation of degradation of service because of SLA being unavailable. The DBMS should offer standardised interfaces for administration of and access to SLA content to facilitate vendor independent and distributed access to SLAs. The best way to do this is to have a database front-end providing CORBA interfaces.   

3.4.3 SLA management tools

The PGTW should provide tools for the management of SLAs, giving the PGTW operator the means to manage the content of the SLA database. The tools should provide the necessary support for the PGTW operator to be able to:

· Create and save new SLAs

· Retrieve content of existing SLAs

· Update content of existing SLAs

· Delete existing SLAs

3.4.4 Management interface towards SLA

To support access to the SLA database from management tools the “front-end” of the SLA database should provide an interface for the following operations:

· Create and save new SLA

· Retrieve content of an existing SLA

· Update content of an existing SLA

· Delete SLA

3.4.5 Interfaces for Framework access to retrieval of SLA information

The SLA database “front-end” should provide the necessary interfaces for the Framework to access the SLA content relevant for the Framework functionality. The relevant SLA content concerning Framework functionality could be:

· The SCFs to which a Service Provider has an agreement to use

· Duration of the agreement

· Authentication method

· Validity period for authentication

It could also be necessary to allow the Framework to update or add information to a SLA according to the signed Service Agreement.

3.4.6 Interfaces for SCF access to retrieval of SLA information 

The SLA database “front-end” should provide the necessary interfaces for the different SCFs to access the SLA content relevant for the specific SCF’s functionality. The relevant SLA content concerning SCFs could be:

· Negotiated throughput for a specific SCF

· Set of SCF methods visible to Service Provider

· Visibility of parameters to service provider (e.g. no CLI)

· Other SCF specific SLA content 

3.4.7 Support for monitoring and enforcement of SLA

The PGTW should provide the necessary tools to support the monitoring of SLAs. This could be in the form of a centralised monitoring application being able to also present the information in a sensible way to the PGTW operator. This could be statistics or real-time information as e.g.:

· History of use

· Present load

· Alarm situations

· Cases of misuse

· Service Level offered in PGTW and by SP (e.g. availability, throughput)

The PGTW should also provide the necessary tools to support the enforcement of SLAs. These tools should facilitate both automatically and manual:

· Blocking of Service Provider access

· Blocking of single SCF’s

4 Formal languages in SLA world

4.1 Unified Modeling Language (UML)

As already hinted, SLAs contain, among other things, parts related to operating processes descriptions, and to relationships existing among the contractor entities. This raises needs of synthesis, clearness and ambiguity absence: these are typical characteristics of formal languages.

UML can supply a powerful toolkit to deal with all the mentioned aspects; in particular using UML it is possible to depict a model, i.e. an abstract representation of a reality in which some entities exist, some meaningful relationships can be identified and, possibly, some action can be done. From such a model several different diagrams, namely views into the model, can be defined; these diagrams, that are partial representations of the modelled system, can be useful in different contexts. A very valid and complete description of UML use and related syntax can found in [4]; a starting point for search on the WEB concerning UML information, tutorials and specifications is [5].

The following diagrams are included in UML:

· Use Case Diagram. System behaviour/functionality from the user viewpoint.

· Class Diagram. Static system structure in terms of classes and relationships.

· Object Diagram. Static system structure in terms of objects and links.

· Interaction Diagrams. Illustrate how objects interact with each other. They are modelled as Sequence and Collaboration Diagrams.

· Sequence Diagram. Focuses on message sequence.

· Collaboration Diagram. Focuses on both interactions and links between a set of collaborating objects, and illustrate the execution of an operation, of a use case, or an execution scenario.

· Activity Diagram. Represent the behaviour of operations using sets of actions.

· State (or Statechart) Diagram. Represent class behaviour by using state machines.

· Component Diagram. Describe the software components of a system in its implementation environment.

· Deployment Diagram. Show the location of components on specific pieces of hardware.

Some of the aforesaid diagrams, together with the related object oriented modelling techniques, can be useful in the following contexts.

4.1.1 Business Models analysis and definition

SLAs set-up activities imply, among other things, a clear understanding of reference business models, as well as of the various involved entities, together with the existing relationships. To achieve this purpose, any kind of analysis can be used, and the final result can also be a simple textual description, but the use of object oriented modelling techniques can improve enormously both the analysis phase and the result quality (see [4], chapter 1). Typically Business Models analysis is useful for NOs, and it is expected that those activities are important inputs for SLAs definition.

Concerning business model analysis and entities-relationships definition, in particular Use Case Diagrams, Class Diagrams and Object Diagrams can be profitably used. 

A simple example, in a known context, of modelling by Use Case is given in the following, where the Subscription Business Model contained in Figure 3 is represented by Use Cases contained in Figure 4 and Figure 5. The model is described by words in Parlay specification [6], paragraph 4.17, from which the figure is extracted. It can be noticed that the information contained in the figure is fully preserved in the Service Use Case; in addition, ServiceContact Use Case has been introduced, due to the textual description of the Subscription phase (see [6]).
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Figure 3: Subscription Business Model
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Figure 4: Service Use Case
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Figure 5: ServiceContract Use Case

Starting from Use Cases, an iterative refinement process can be executed, to obtain one or more Class Diagrams describing the relevant entities and relationships. This is the most typical view of the model, concerning static aspects.

If the analyses focus has to be directed also on objects, e.g. to deal with attributes of a specific class instance, then Objects Diagrams are needed. 

If dynamic aspects of a system
 have to be caught, other views can be used, namely Interaction Diagrams. Such diagrams show interactions, consisting of a set of objects and their relationships, including the messages that may be dispatched among them. When an exchange of messages among objects in time have to be represented (i.e. the emphasis is on the time ordering), Sequence Diagrams can be used, whereas Collaboration Diagrams are appropriate when the behaviour of interacting objects has to be described in detail (i.e. the emphasis is on the structural organisation of the objects that send and receive the messages). For instance, Collaboration Diagrams may be used to illustrate the execution of Use Cases.

These techniques and capabilities can be used also to analyse and model SLA-specific entities and relationships, like ASPs and NOs departments, to identify for instance, which entity is responsible for each task (see also next paragraph). The results of these activities (or part of them), can be included in the SLA as technical annex or not, but in any case a modelling phase is important to achieve a better understanding of the problem, and to describe it in the most clear way
. On the other hand, it is to be underlined that the considerations on UML use here contained are not valid concerning the business-legal part of the SLA.

4.1.2 Operating processes descriptions

As already affirmed, SLAs use implies the need of defining (if not yet existing) a set of operating process both internal to NOs and ASPs, and between them.

Typically, before a client application can start, some operations on the network have to be executed. For instance, the case of an application using a Call Control service in a PSTN or PLMN environment, can be considered: if call attempts have to be “sent” to the application in order to be processed (to provide the service to the users), an access code has to be dialled, and the corresponding trigger on SSPs has to be configured and activated. The whole trigger configuration process (i.e. define new access codes, describe the configuration procedures, send the update requests to the concerned departments, execute the update, verify that it works properly etc.) has to be completed before the SLA becomes effective.

On the ASP side, the whole client application development and testing processes have to be completed before the SLA is signed and becomes effective.

On the other hand, SLA monitoring activities are related to both NOs and ASPs, since the non-conformance situations can be revealed by both (ASP can notice sudden lack of service, whereas NOs can notice problems from network monitoring, or alarms), and periodic SLA parameters review involves both the contractors.

All these aspects (here described at a high level) can benefit from an approach via formal language
. In particular, the aforesaid Activity Diagrams can be useful in this context, due to their characteristics:

· Are defined to model the dynamic aspects of a system. 
· Allow representing sequential and parallel activities. When complex tasks have to be modelled, a simple sequential approach could not be sufficient. In particular, to model business or operating processes, concurrent flows of actions are common. UML Activity Diagrams include the treatment of workflow forking and joining. Concerning modelling and definition aspects, the description of concurrent tasks is not so simple and clear if other formalisms, like flowcharts or SDL, are used.
· Allow partitioning activities into groups (possibly related to different business organisations). When it is needed to model complex processes, in which different business organisations or entities are involved (and this happens for SLAs), it is important to have the possibility of partitioning the tasks into groups, each group representing the business organisation responsible for those activities. In UML Activity Diagrams, each group is called a swimlane because, visually, each group is divided from its neighbour by a vertical solid line (see Figure 6). A swimlane specifies a locus of activities. This feature allows a more immediate representation of the “scope” of an activity with respect to other planning tools or methodologies.
The following figure contains a simple example of Activity Diagram for tasks related to SLA definition and management (the diagram contains an high level example; each activity is in fact a complex problem, that can be detailed by one or more other diagrams).

The diagram contains three swimlanes related to ASP, NO and Joint Activities (that can be taken on by a joint working group). Apart from an initial SLA drafting, several tasks can be done in parallel: the detailed SLA definition (joint responsibility), the client application development and testing (ASP domain), and network configuration and monitoring management set-up (NO domain). In particular the “Set New Triggers in Network Resources” activity contains all the steps previously mentioned as “trigger configuration process”. The activities related to the phase in which the client application is “in service” are shown as well, each one in the opportune swimlane. It can be noted that the information contained in the flowchart related to SLA lifecycle (paragraph 3.2) have been easily included in this diagram.
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Figure 6: Example of Activity Diagram for SLA

This kind of analysis can be profitably combined with the others UML capabilities mentioned in previous subchapter, since it is to be underlined that there are various view of a single model.

4.2 Markup languages

A markup language is a mechanism to identify the structure of information in a document. An example is the widely used HyperText Markup Language or HTML, which is used on the Internet to format much of the information that are exchanged there.

Structured information contains both content (words, pictures, etc.) and some indication of what role that content plays (for example, content in a section heading has a different meaning from content in a footnote, which means something different than content in a figure caption or content in a database table, etc.). This capability of structuring information could be very useful also when it comes to the definition and storage of information related to the configuration of a Parlay Gateway as e.g. for the SLA related information.

For the configuration of Parlay Gateways, there is a need to define a structure of the configuration information to be able to communicate and to store and process this information. Such a structure could be defined using a markup language like the Extensible Markup Language (XML).

The XML specification defines a standard way to add markup to documents and thus structuring it’s information. It was originally created so that richly structured documents could be used over the web, but the same idea can also be used to simplify storage of information [7].

Structured information contains both content and some indication of what role that contents play. A simple example is shown in Figure 7.

<?xml version="1.0" encoding="UTF-8"?>

<Document Id ="1234">

<title>Employees CV’s</title>

<author>

<name>Mr Smith</name>

<position>Manager</position>

</author>

<employee>

<name>Mr. Smith</name>

<position>Programmer</position>

<qualifications>

<qualification>C++</qualification>

<qualification>Java</qualification>

</qualifications>

</employee>

<employee>

<name>Mr. Jones</name>

<position>Software designer</position>

<qualifications>

<qualification>UML</qualification>

<qualification>SDL</qualification>

</qualifications>

</employee>

</Document>

Figure 7 Example of XML document

As shown in the example, each piece of content is pre- and post-fixed with a “tag” that shows what role this content has and it also at the same time delimits the content.

To support configuration information like e.g. SLAs, the content would consist of the agreed values of the service parameters. This would be valid for both the business legal part and for the technical part of the agreement. The so-called roles as defined in XML would in the context of SLAs consist of parameter names, parameter types and other. An example of such a SLA definition is shown in Figure 8.

<?xml version="1.0" encoding="UTF-8"?>

<sla ContractId="14876593">

<serviceprovidername>TeleService</serviceprovidername>

<validityperiod>

<start>2002-01-01</start>

<end>2002-12-31</end>

</validityperiod>

<serviceavailability>high</serviceavailability>

<servicereliability>high</servicereliability>

<requiredSCFs>

<SCF>OSA_CallControl</SCF>

<SCF>OSA_UserLocation</SCF>

<SCF>OSA_UserStatus</SCF>

</requiredSCFs>

<scf_details>

<SCF>

<name>OSA_CallControl</name>

<capacity>20</capacity>

<multiparty>

<allowed>Yes</allowed>

<maxlegs_number>10</maxlegs_number>

</multiparty>

<multimedia>

<allowed>No</allowed>

</multimedia>

</SCF>

<SCF>

<name>OSA_UserLocation</name>

<capacity>20</capacity>

<format>latitude_longitude</format>

<accuracy>50</accuracy>

<altitude>No</altitude>

<locationvisibility>restricted</locationvisibility>

</SCF>

<SCF>

<name>OSA_UserStatus</name>

<capacity>40</capacity>

.

.

</SCF>

</scf_details>

</sla>

Figure 8 Example XML definition of SLA

This was just a simple example but it shows the possibilities in the use of markup languages like XML for the definition of a SLA information structure.

The advantage of using XML for the definition of configuration information like SLAs is clearly to get a standardised format of the information, enabling configuration information like SLAs to be shared among the heterogeneous components that comprise a Parlay/OSA Gateway. A standard format for configuration information would also make it easy to store, parse and extract the information in a vendor independent way and also be a good help in defining the format of information to be exchanged between different services.

5 Conclusions

This document discusses a set of issues related to SLA definition, management and enforcement in Parlay/OSA field. It firstly describes some general SLA characteristic and aspects, applicable in different realities. Then, the focus is oriented on Parlay/OSA SLA issues. SLA matter analysis here contained is non-exhaustive, due to the complexity and the dimension of the problem, but several important issues has been addressed, highlighting advantages, shortfalls and some open issues. The work done allows listing some guidelines and recommendations to NOs, contained in the following subchapters; they are related both to possible approach to SLA matter, and to gateways characteristics that can be useful in this context. Moreover, some general considerations can be done:

· Difference between the contract SLA and the SLA treated by the OSA/Parlay gateway. It is relevant to underline the difference between the SLA as document and the SLA entity managed by the OSA/Parlay gateway. The document contains both legal and technical parts, and the latter includes, among other things, the SLSs, that can be partially under the gateway control. Currently, the gateway control on SLA parameters can be done essentially via Service Properties
, acting opportunely on their values (as mentioned above, some aspects could be managed also via policies). In fact the SLA, in OSA/Parlay point of view, is rather the profiling/restriction of the properties of a Service for a specific client application. As a simple example, a CC SCF can be considered: if some ASP signed a SLA (document) for the use of a maximum of 5 legs in a call (conference service), the corresponding client application will obtain, in the Service discovery/selection phase, a CC instance that will be restricted to deal with up to 5 legs, even if the network below can deal with calls having more legs.

· Framework functionality importance. The analyses done on SLA aspects have emphasised the importance of the Framework functionality. Its co-ordination functions of the client application-SCF dialogue, and its role of controller/supervisor of applications and SCFs, make it an essential element of Parlay gateways. For this reason, it is expected that in particular the Framework functionality will be enriched to cover SLA-related aspects.

· APIs for Service Level Agreements. Various SLA issues are currently under study also in Parlay ambit: a set of APIs for SLA could be object of analysis and specification in Parlay 4.0.

5.1 Recommendations for NOs

1. SLA structure. The SLA, between the OSA/Parlay GW and the OSA Parlay client, shall include the Business-legal part and the Technical part, where:

· the Business legal part contains the business related contractual details, mainly a) the whole services provided by OSA/Parlay GW to client; b) the service usage of client; c) the penalties when the services failed or when the services are over-used, d) measurement method, duration and frequency.

· the Technical part contains the resource usage and defined process, as described by Service Level Specifications. The Service Level Specifications can be SCF dependent and SCF independent. The Service Level Specifications can be general for all OSA/parlay GW or only for individual product.

Some of Service Level Specifications are determined by the underlying networks, some of them are controllable by the OSA/Parlay GW.

NOs shall design a SLA with the content as complete as possible, however only the measurable items should be activated.

2. SLA classes. Since OSA/Parlay paradigm is related to heterogeneous networks, it is not possible to identify a unique set of SLA parameters or SLSs to insert in the contracts. It is reasonable to think about several SLA classes, having similar characteristics, e.g. SLAs for applications in PSTN ambit, or SLAs for WAP and/or WEB content providers. SLA classes will be characterised by set of parameters significant for the specific context, and each SLA belonging to a class will contain each parameter or part of them.

3. Use of Parlay internally to the NO. Parlay approach can be used, depending on the reference business models, also inside the NO domain, to enhance the NO service creation process and to develop new services, based on heterogeneous resources/networks. In this case, the client-supplier relationship is set up between different NO departments or entities (e.g. between a NO Service Creation department and a NO network development/management department): the SLA validity in this context is (or it can be) different, and SLA complexity can be reduced, or SLAs could even be substituted by different kind of agreements.

4. PGTW support to SLA information. To be able to support SLAs in a Parlay/OSA Gateway, the gateway must support the means to enter, store and access the information needed. This should be done in a vendor independent way, so that components from different vendors are able to access the same information. This means having standardised interfaces for management and retrieval of such information.

5. UML. The use of UML is suggested, at least to describe SLA-related operating processes, even if the formalism can be profitably used in business models analysis.

6. Markup Languages. The use of markup languages for the definition and structuring of configuration information will enable SLA information and specifications to be shared among the heterogeneous components that a Parlay/OSA gateway comprises of. It will also ensure that equipment from multiple vendors access and interpret the SLA information in the same way.
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Abstract





This document addresses some SLA topics and their possible impacts on OSA/Parlay systems and architectures, since some of the aforesaid rules have to be, or can be, under OSA/Parlay Gateway control. The first part of the document, chapter 2, contains a definition for SLA, a general description of SLA characteristics and contents, and some considerations related to their usage in OSA/Parlay world. In chapter 3, some specific points, related mainly to OSA/Parlay Gateway and Framework Interfaces, are analysed. Chapter 4 is related to formal languages that can be used in SLA ambit. Chapter 5 extracts from the work done some conclusions and guidelines that can help Network Operators to deal with SLAs in OSA/Parlay context.
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� It is to be underlined that in this context the “user” is the Client Application, and not the end user.


� This is a logical view, in the sense that the OSA/Parlay Gateway is the means allowing accessing NOs resources, and the application server hosts ASPs applications. This does not necessarily imply that the gateway always belongs to a NO domain and the application server always belongs to an ASP domain, but it depends typically on NO choices/business models.


C As mentioned, this superscript means that the item can be under the control of PGTW.


� The following numbers have no relationship with the numbers identifying the Parlay APIs interfaces.


� The term has to be intended in a broad sense, since anything can be modelled, at the opportune abstraction level.


� Even if a textual part should be provided, like in all specification documents, where formal languages are completed by a text description for better understanding.


� Even if, also in this case, the “formal” approach is not mandatory, i.e. all the processes could be described by some text.


� Other analyses on Service Properties can be found in the Framework Information Model sub-chapter in Deliverable 2.
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