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1 
Introduction

This baseline text is provided as a proposal to discuss the use of  Megacop for the implementation of the ETSI Core CS3 release intelligent network capabilities. This contribution has been made in order to advance the work for the Core INAP CS3 and has also  incorporated the latest materail discussed at the ETSI SPAN 3 June 2000 meeting with the aim  to further advance the work on the Megaco mapping of  INAP operations and  to study the extension of Megaco protocol and associated packages. 

For this purpose the extended MGC, containing  the  Soft SSF,  communicates with the MG translating the Core INAP CS3 operations  to and from an  SCF into a format understandable by the MG, namely the MEGACO protocol. 

It is proposed that the appropriate Megaco/H.248 protocol and packages are standardised  in order to support the Core INAP CS3 operation in the timeframe of Release 2 . 

It is proposed also that the mapping is only defined for IP support and only in conjunction with the components applicable for such an architecture.

The relevant proposals  to the API mapping for Open Service Provisioning will be incorporated into TR 03075 after discussion in the Joint 3GPP TSG_CN5/ ETSI SPAN3, for this aspect see also related contributions.

2 IP Architecture for which the Concepts apply.

2.1
Introduction

The figure 1gives the simplified network architecture introducing the transit gateway (TGW), the residential gateway (RGW), the access gateway (AGW) and situates also the IP Special Resource Function gateway (IP-SRF GW) . The proposed network architecture depicted concentrates on where the Megaco/H248 stands. 

The H248/Megoco protocols were  introduced in ITU-T and IETF as a “ vertical” protocol allowing the H323 gateway to be decomposed into an MGC (the upper part of the gateway) which handles the call intelligence and an MG which cares about everything related to the transport data stream.

The Media Gateway Controller has been extended with the ‘soft SSF’ consisting of the CCF Mapping and SSF functions. 
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Figure 1 Simplified Architecture

MGC: Media Gateway Controller

MG: Media Gateway

RGW: Residential Gateway

AGW: Access Gateway

TGW: trunk Gateway

IP-SRF: IP Special Resource Function

The figure 2 gives the expansion of the Extended Media Gateway Controller functionality.
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Figure 2 Expansion of the Extended Media Gateway Controller Funtionality

2.2
Mapping of INAP CS3 connectivity objects onto MEGACOP

INAP and MEGACOP are provided with two different ways to represent connection resources. It is therefore necessary, before translating single INAP operations into MEGACOP commands, to map the two representations.

2.2.1
Call segment – Context

The INAP concept of call segment is used to refer to the physical resources and to the processes that are involved in an isolated portion of a call. The MEGACOP Context is used to refer to an association between a collection of Terminations. There is a conceptual equivalence between the INAP call segment and the MEGACOP Context.

2.2.2
Leg – Termination

A MEGACOP Context contains Terminations that correspond to INAP legs. A physical Termination in a non-null Context can correspond to an INAP controlling or passive leg. An ephemeral Termination can correspond only to an INAP passive leg.

2.2.3
Connection point – topology descriptor

The MEGACOP Context includes an optional topology descriptor. This is the definition of the flow of media between the Terminations within the Context. The default is that all Terminations hear all other Terminations and only if a restriction to this behaviour is required a topology descriptor is used to specify it. Conceptually, this is equivalent to the INAP connection point.

2.2.4
Objects that require no mapping

The concept of status of a leg (joined, shared, surrogate, pending, null) has no equivalent in the MEGACOP model.

It is not necessary to map the call segment association object into MEGACOP. If more than one call segment is used to control the evolution of an INAP service, more than one MEGACOP context is used. The media gateway is not aware of any logical relationship between the contexts. Operations like CreateCallSegmentAssociation or MoveCallSegments have no impact on the media gateway.

3
SRF INAP operations and MEGACO commands

The rules for mapping the SRF INAP operations and MEGACO commands are proposed as follows:

· One SCF request is translated in one or more MEGACO commands.

· A SCF request can be performed  to a semi-permanent termination residing in a non-null context of a specific MG.

· A SCF request is translated into Modify command(s) for that termination. It is assumed that the termination has already been added (via an Add command) to the right context by an intervention of Connection Control prior any involvement of IN. 

· A SCF request is translated into MEGACO command(s), assigning specific values to the following properties of the termination: events, signals, DigitMap.

· The MGC will use, to request such a configuration, a predefined set of packages, in which the relevant properties are grouped together and will assume the values requested by the SCF.

· The MGC can dynamically learn if a MG implements the "internal" SRF, by means of an Audit command towards the MG, requesting if the SRF-related packages are available on that MG. 

· A MEGACO response to a MEGACO command is translated in an INAP Return Result or a Return Error.

· A MEGACO Notify, coming from a MG is translated in an INAP Return Result or a Return Error.

4
MEGACO packages to support the IP-SRF MG

ITU/IETF are defining a set of standard packages for MEGACO protocol This packages group together EventIDs and SignalIDs related to specific procedures, like play announcement, tone generation and tone detection.

The current ITU/IETF documentation does not specify all possible parameters and values in the packages, giving anyway the possibility to extend them with additional capabilities. A new package derived from a standard one will be given a new name.

In the following these standard package names are used:

an

announcement package

tonegen
tone generator package

tonedet

tone detection package

The reference to one of these standard names means that both the standard package or one package derived by extension can be equivalently used.

These EventIDs are used:

an/ac

announcement package, announcement completed

tonegen/tc
tone generator package, tone completed 

tonedet/std
tone detection package, start tone detected

Note: actually the tc event is not defined in the tonegen package; it has to be extended to include it.

These SignalIDs are used:

an/ap

announcement package, announcement play

tonegen/pt
tone generator package, play tone

These ParameterIDs are used:

d

duration

id

signal sequence id
sn

specific number

t

signal type 

tl

tone id list



Note: in the following the tonegen package is assumed to include the d parameter, but it doesn't; it has to be extended to include it.

The sn is the identifier of announcements on the MGC-MG interface in case of an an/ap signal. On the Extended Media Gateway Controller a mapping between the original INAP ElementaryMessageID and this identifier has to be provided.

The tl is a list of one or more tone identifiers, used on the MGC-MG interface in case of an tonegen/pt signal. On the Extended Media Gateway Controller a mapping between the original INAP ToneID and this identifier has to be provided.

5 Mapping of Call party handling operations

5.1
Example of a MoveLeg operation

This clause give an example of how a  MoveLeg (for the controlloing ) can be mapped: The MoveLeg operation implies that the specified leg (Termination) has to be moved from one call segment (Context) to another call segment (Context). This is translated in a Move command of the involved Termination. The moved Termination is connected bi-directionally to all the Terminations in the destination Context.

Table 1. MoveLeg invocation arguments

Name
MEGACOP parameter
Remark

LegIDToMove(sendingSideID
TerminationID in Move command.
The Move command refers to a Termination in a Context different from that to which the command is applied.

TargetCallSegment
Context
The Context is indirectly addressed via an action in a transaction.

The following figures give an example of a MoveLeg operation (for the controlling leg) in a call hold situation. 

Figure 3 represents the situation of an active call (depicted by T1 and T3) and a call on hold to paty C (T2). T1 is the Termination towards the party A  and T2 is the connection representation of another remote party B somewhere in the network. T3 is the result of a enquiry call as a result of a Splitleg operation followed by a Connect operation to the  remote party C. Note that the gateways (and thus the contexts) of the two other users are not shown here.
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The mode of T1 and T3 is send/receive, since both Terminations are involved in the active conversation. The mode of T2 is send. The assumption is that call toward the called user (T2) is on hold. In this case,  user A performs an altenate call by pressing the register recall button and subsequently entering a digit indicating that a mid call alternate event is invoked. This will create an EventReportBCSM (midcall(alternateCall)) to be sent to the SCT which will reply with a MoveLeg (c) operation to be sent to the SSF in order to realise the alternate calll  The following actions are performed to connect the user A to the remote party B and to place the call to user C on hold (as an example, the MEGACO messages are also given):

move T1 from Context C2 to C1:



MEGACO/1 [MGC_addr]:port



Transaction = TransactionID {




Context = ContextIDC1 {





Move = TerminationIDT1 




}



}

change the mode of T3 from send/receive to send and subsequently apply the hold tone signal:



MEGACO/1 [MGC_addr]:port



Transaction = TransactionID {




Context = ContextIDC2 {





Modify = TerminationIDT3 {






Media {







Stream = StreamID {








LocalControl {









Mode = Send








}







}






}






Signals {srvtn/ht}





}




}



}

change the mode of T2 from send to send/receive:



MEGACO/1 [MGC_addr]:port



Transaction = TransactionID {




Context = ContextIDC1 {





Modify = TerminationIDT2 {






Media {







Stream = StreamID {








LocalControl {









Mode = Send/








}







}






}





}




}



}

The result is shown in Figure 4.
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Figure 4. Call situation before MoveLeg  (c) 

6 Mapping of SRF operations

6.1 Example of Play Announcement operation.

The following naming  conventions are used:

xxxx 
TerminationID

yyyy 
ContextID

zzzz
RequestID of an event

wwww 
RequestID of an embedded event

It is further assumed that the MEGACOP command Add has been already performed for the given termination (TerminationID) and the associated context (ContextId) is known.

For the PlayAnnouncement operation it is possible to define the following cases:

InformationToSend = InbandInfo, requestAnnouncementComplete = FALSE 

InformationToSend = Tone, requestAnnouncementComplete = FALSE

InformationToSend = InbandInfo, requestAnnouncementComplete = TRUE

InformationToSend = Tone, requestAnnouncementComplete = TRUE

Only  case 3 will be given as an example

A MEGACO message containing a transaction with a Modify command is generated by the MGC. For the specific ContextID yyyy and TerminationId xxxx, the command contains a Signal descriptor with the SignalId to be sent and an Event descriptor with the EventId to be detected; the package used for the signal and the event is the “Announcement” Packages (e.g. an). In the response no significant information will be sent back to the MGC.

Once the announcement has been played by the MG on the trunk line associated with the givenTerminationID, a Notify with the EventID is sent back to the MGC. This information shall be mapped in the INAP operation SpecializedResourceResponse.

The following MEGACOP messages are required:

MEGACO/1.0 [123.123.123.4] : 55555

Transaction = 1000 {


Context = yyyy {



Modify = xxxx {




Signals = {

an/ap {t=timeOut, d = duration, sn = 12345}

} 


Event = zzzz {an/ac} 




}



} 


}

}

MEGACO/1.0 [124.124.124.222] : 55555

Reply = 1000 {


Context = yyyy {Modify}

}

MEGACO/1.0 [124.124.124.2222] : 55555

Transaction = 1001 {


Context = yyyy {



Notify = xxxx {


ObservedEvents = zzzz {

 eventname = an/ac, date=19991123, time=15570001} 




}



} 


}

}

MEGACO/1.0 [123.123.123.4] : 55555

Reply = 1001

 {


Context = yyyy {Notify}

}

7
Mapping CPH Connection view to the  Megaco protocol architecture 

7.1
Background

The mapping of CPH operations on to H.248-like interfaces requires some special processing due to differences in modelling (See Figure 7.1). This special processing is required in order to take into account that CPH mechanisms rely on a half call view and a single-ended approach, while H.248 relies on a full call view and a multi-ended approach.  
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Figure 7.1

When two service logic programs are activated in parallel on the same call (e.g.; one on the O-BCSM and the other on its peer T-BCSM), the instructions they send may lead to undesirable results. A typical example occurs when both SLPs invoke a SplitLeg operation. When one SLP invokes a MergeCallSegment operation, the CCF/SSF should ensure that the physical terminations are not re-connected together untill the other SLP has also sent a MergeCallSegment operation.

A solution to that problem is described in the Core INAP CS3  Release 1 standard. This solution assumes that an intermediate model (See figure 7.2), based on a notion of half connection contexts, is used by the Bearer Control Entity to perform the appropriate mapping. When processing an instruction from the BCC, the BRC needs to analyse the configuration of all half connection contexts involved in a call in order to determine which kind of command (if any) has to be sent to the Bearer Function.
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Figure 7.2

7.2
Technical problem

The above solution does not cause any problem as long as the BCC and the BRC entities reside in the same equipment. However, in the context of the BICC architecture, the BCC (equivalent to the CSF) and the BRC (equivalent to the BCF) are potentially implemented in two different nodes, separated by the CBC interface. 

For a basic two party call, the solution described in the INAP CS4 Baseline document would imply that two set of independent commands (one per half connection context) would be sent over the CBC interface. This does not seem to be compatible with the current working assumptions of the BICC group.

Because the mechanism described in Rec. Q.1248 should not preclude any physical architecture, it is proposed to study other solutions to the problem described in the first section.

7.3
Proposed solutions

The following two solutions should be considered:

Solution 1: The intermediate model and its associated functionality are moved up to the BCC. The drawback of this solution is to add one extra modelling sub-layer in the BCC.

Solution 2: Remove the intermediate model and its associated functionality from the BRC and include a Connectivity Manager in the BCC (See Figure 7.3). 
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Figure 7.3

The Connectivity Manager does not require any extra connection model and processes the instructions received from the SSF based on the following rules:

a) For each active SLPI, the SSF/CCF maintains an association between Call Segment Ids and Context Ids. 

SLPi , CSId -> Context Id

b) For each Call Segment, the SSF/CCF maintains an association between Leg Ids and Termination Ids. The association between a termination and a leg can be direct or non-direct. For controlling legs, the directly associated termination corresponds to the physical path to the call party. For passive legs, the indirectly associated termination is the termination that is associated to the controlling leg of the peer call segment (See figure 7.4).








CSId, LegId -> Termination Id

c) CPH operations are handled as follows:

· SplitLeg (leg = c): Move the termination directly associated with the controlling leg to a new context.

· MoveLeg (leg = c, Target CS): Move the termination directly associated with the controlling leg to the context associated with the target CS.

· SplitLeg(leg  = p)   : Move the termination indirectly associated with the passive leg to a new context

· MoveLeg (leg = p, Target CS): Move the termination indirectly associated with the passing leg to the context associated with the Target CS.

· MergeCallSegments (Target CS = CS1, Source CS = CS2): Move the terminations associated with the legs of the Source CS  to the context associated with the Target CS. The Source CS is removed but the associated context is kept if another CS (for another SLP) is still associated with it.
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Figure 4

Annex 1 illustrates the use of the above rules using three examples where two or three service logic programs split a call and reconnect it latter.

The drawback of this solution is that it requires one modification to the H.248 connection model: i.e. empty contexts should be allowed to survive as long as there is at least one CS associated with them. This may not be too critical in the context of BICC since it is already accepted that the CBC interface will not necessarily be strictly identical to an H.248 interface.

8
Proposed Scenarios to support the IN SRF connectivity in an IP environment.

8.1 Tones and announcements provided by the Media Gateway

Figure 8.1 shows the case, where the tones and a limited amount of simple announcements are stored at  the Media Gateway (GW) level. The simple announcements that will be supported by the GW are to be clarified per GW type.  The Extended MGC manages the call by sending commands by means of the MEGACOP protocol to the GW. For IN services, the SCF sends INAP operations to the Extended MGC which takes care for the execution of the commands. 

Figure 8.1 Tones and Announcements provided by the Media Gateway
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Tones and Announcements provided by using an external IP-SRF (MRF)/SRF

When the GW cannot provide directly a certain tone or announcement, the SCF via the Extended MGC shall request by means of the Megaco protocol the external intelligent peripheral called IP-SRP  to perform the  user interaction operations. The IP-SRF  contains all the announcements and tones needed. Besides the IP-SRF can collect digits and record voice. Depending on the position of the IP-SRF/SRF in the network and his ability to handle the INAP protocol , two cases are described below.

8.2.1 Tones and Announcements provided by the IP-SRF 

In this case the IP-SRF is connected to IP network.   When the SCF needs to send announcements, to receive digits or to record voice from the service  it will send these commands to the extended MGC which will translate these operations in appropriate Megaco commands and perform the actions involving the relevant AGW/TGW and the IP-SRF . In an BICC environment this corresponds to the definition of the relevant tone and announcement packages to be supported on the BCC interface between the Call Service Function (CSF) and the Bearer control function (BCF).. It should be noted that this case can also cover the Service Assist Capability for the case that the initiating  SSF requesting instructions from the SCF does not have the required resources either within the SSF or  in a directly attached IP-SRF (acting as an intelligent periheral). In this case the Assisting SSF has also a direct connection to the SCF.
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8.8.2
SRF connected to the PSTN network

In this case the SRF is connected to the PSTN network. The connection between SCF and the SRF has to be established under control of the extended MGC acting as the Originating SSF/CCF. It should be noted that this case can also cover the Service Assist Capability for the case that the SSF requesting instructions from the SCF does not have the required resources either within the SSF or  in a directly attached IP-SRF (acting as an intelligent periheral). In this case the Assisting SSF has also a direct connection to the SCF.
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9
Megaco control plane protocol stack

It is proposed that the H.248 Call Control messages are transported via TCP, IP, and PPP protocols over an AAL5 ATM virtual connection. Instead of TCP the UDP protocol can also be considered using Application Level Framing.  If  IP over ATM is not used than  the PPP protocol over an  AAL5 virtual connection is not  applicable,  the SCTP protocol may be considered instead of the TCP or UDP protocol . Further study is required.

Annex 1

Notation:
CS = Call Segment

C = H.248 Context

T1, T2:  Terminations connected to end users

A1, A,2, A3 ,A4,: Terminations connected to a remote Intelligent Peripheral

Move (Ti -> Cj) : Short-hand notation for moving Ti to Context Cj.

Example 1: Basic 2-Party Call, Two IN SLPs with user interaction.

SLP-A Instruction
SLP-B Instruction
CSCV for SLP-A
CSCV for SLP-B
Mapping Knowledge in CCF
H.248 instructions
Contexts



CS1 = Stable 2 Party
CS1= Stable 2 Party
SLPA,  CS1 = C1
SLPB,  CS1 = C1

Context 1 = T1 + T2

SplitLeg (c)

CS1 = Stable 1-Party 

CS2 = 1-Party 

SLPA,  CS1= C1
SLPA,  CS2= C2
SLPB,  CS1 = C1
Move (T1 ->C2)
Context 1 = T2

Context 2=  T1

ConnectToRessource (CS2) + PA




Move (A1 -> C2)
Context 1 = T2

Context 2 = T1, A1

ConnectToRessource (CS1) + PA




Move (A2 -> C1)
Context 1 = T2,A2

Context 2 = T1, A1

SLP-A Instruction
SLP-B Instruction
CSCV for SLP-A
CSCV for SLP-B
Mapping Knowledge in CCF
H.248 instructions
Contexts


SplitLeg (c)

CS1 = Stable 1-Party

CS2 = 1-Party 


SLPA,  CS1= C1

SLPA,  CS2= C2

SLPB,  CS1 = C1

SLPB,  CS2 = C3
Move (T2 -> C3)
Context 1 = A2

Context 2 = T1, A1

Context 3 = T2


ConnectToRessource (CS1) + PA



Move (A4 -> C3)
Context 1 = A2

Context 2 = T1, A1

Context 3 = T2,A4


ConnectToRessource (CS2) + PA



Move (A3 -> C1)
Context 1 = A2,A3

Context 2 = T1, A1

Context 3 = T2,A4

DFC (CS2)




Subtract A1
Context 1 = A2,A3
Context 2 = T1
Context 3 = T2,A4

DFC (CS1)




Subtract A2
Context 1 = A3
Context 2 = T1
Context 3 = T2,A4

MergeCS (CS1,CS2)

CS1 = Stable 2 Party

SLPA,  CS1= C1
SLPB,  CS1 = C1
SLPB,  CS2 = C3

Context 1 = A3,T1

Context 3 = T2,A4



DFC (CS2)


Subtract A4
Context 1 = A3,T1
Context 3 = T2



DFC (CS1)


Subtract A3
Context 1 = T1
Context 3 = T2



MergeCS (CS1,CS2)
CS1 = Stable 2 Party
SLPA,  CS1=  C1
SLPB,  CS1 = C1
Move (T2 - >C1)
Context 1 = T1,T2

Example 2: Basic 2-Party Call. Two IN SLPs.

SLP-A Instruction
SLP-B Instruction
CSCV for SLP-A
CSCV for SLP-B
Mapping Knowledge in CCF
H.248 instructions
Contexts



CS1 = Stable 2 Party
CS1= Stable 2 Party
SLPA,  CS1 = C1

SLPB,  CS1 = C1

Context 1 = T1 + T2

SplitLeg (c)

CS1 = Stable 1-Party 

CS2 = 1-Party 



SLPA,  CS1= C1

SLPA,  CS2= C2

SLPB,  CS1 = C1
Move (T1 ->C2)
Context 1 = T2

Context 2=  T1


SplitLeg (c)

CS1 = Stable 1-Party

CS2 = 1-Party 


SLPA,  CS1= C1

SLPA,  CS2= C2

SLPB,  CS1 = C1

SLPB,  CS2 = C3
Move (T2 -> C3)
Context 1 = *

Context 2 = T1

Context 3 = T2

* Context 1 is kept because CS1 from SLPB is still associated with it.

MergeCS (CS1,CS2)

CS1 = Stable 2 Party

SLPA, CS1= C1

SLPB,  CS1 = C1

SLPB,  CS2 = C3
Move (T1 -> C1)
Context 1 = T1

Context 3 = T2

* Context 2 is removed because no CS is associated with it.



MergeCS (CS1,CS2)
CS1 = Stable 2 Party
SLPA, CS1= C1

SLPB,  CS2 = C1
Move (T2 ->C1)
Context 1 = T1,T2

* Context 3 is removed because no CS is associated with it.

Example 3

SLP-A Instruction
SLP-B Instruction
SLP-C Instructions
CSCV for 
SLP-A
CSCV for 
SLP-B
CSCV for
SLP-C
Mapping Knowledge in CCF
H.248 instructions
Contexts




CS1 = Stable M Party (M=3)
CS1= Stable 2 Party
CS1= Stable 2 Party
SLPA, CS1 = C1

SLPB,CS1 = C1

SLPC,CS1 = C1

Context 1 = 
T1 + T2 + T3

SplitLeg (c)


CS1 = Transfer 

CS2 = 1-Party 




SLPA, CS1= C1

SLPA, CS2= C2

SLPB, CS1 = C1

SLPC, CS1=C1
Move (T1 ->C2)
Context 1 = T2+T3

Context 2=  T1

ConnectToRessource (CS2) + PA






Move (A1 -> C2)
Context 1 = T2+T3

Context 2 = T1, A1

ConnectToRessource (CS1) + PA






Move (A2 -> C1)
Context 1 = T2,A2,T3

Context 2 = T1, A1


SplitLeg (c)


CS1 = Stable 1-Party

CS2 = 1-Party 



SLPA, CS1= C1

SLPA, CS2= C2

SLPB, CS1 = C1

SLPB, CS2= C3

SLPC, CS1=C1
Move (T2 -> C3)
Context 1 = A2,T3

Context 2 = T1, A1

Context 3 = T2

SLP-A Instruction
SLP-B Instruction
SLP-C Instructions
CSCV for 
SLP-A
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SLP-B
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SLP-C
Mapping Knowledge in CCF
H.248 instructions
Contexts


ConnectToRessource (CS2) + PA





Move (A4 -> C3)
Context 1 = A2,T3

Context 2 = T1, A1

Context 3 = T2,A4


ConnectToRessource (CS1) + PA





Move (A3 -> C1)
Context 1 = A2,T3,A3

Context 2 = T1, A1

Context 3 = T2,A2

DFC (CS2)






Subtract A1
Context 1 = A2,A3

Context 2 = T1

Context 3 = T2,A4

DFC (CS1)






Subtract A2
Context 1 = A3

Context 2 = T1

Context 3 = T2,A4

MergeCS (CS1,CS2)


CS1 = Stable 2 Party


SLPA,  CS1= C1

SLPB,  CS1 = C1

SLPB,  CS2 = C3

Context 1 = A3,T1

Context 3 = T2,A4




DFC (CS2)



Subtract A4
Context 1 = A3,T1
Context 3 = T2




DFC (CS1)



Subtract A3
Context 1 = T1
Context 3 = T2




MergeCS (CS1,CS2)
CS1 = Stable 2 Party

SLPA,  CS1=  C1
SLPB,  CS1 = C1
Move (T2 - >C1)
Context 1 = T1,T2
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