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Introduction

This document tries to discuss and clarify the “Rate Control” procedures (RC) in the MGW for CS Speech Telephony. It focuses especially on the handover (GERAN-GERAN and GERAN-UTRAN) and the relocation (UTRAN-UTRAN) cases. 

PDU Type 14 control frames are defined on the user plane of the Iu and Nb interfaces or the Iu UP in “Support Mode”. Several control procedures are defined see [4], however this working paper only considers Rate Control handling. Compatible Rate Control procedures are defined as well in GERAN, there they are called “Link Adaptation”. TFO can be used to transport these Link Adaptation signalling, see [6], on all TDM interfaces, e.g. towards GERAN or on TDM-transit networks between Bearer Independent Core Networks (BICN).

Those control procedure are determined and executed at the BTS and TRAU (in GERAN) and the MGW and RNC (in CN and UTRAN) for a specific speech connection in order to control the maximally allowed Speech Codec Rate (payload size), in both directions of the speech path independently, for end-to-end optimal voice quality under the given radio resource limitations. 

The description of this Rate Control is distributed over several Technical Specifications in 3GPP:

· Rate Control between UE and RNC in TS xx.yyy

· Rate Control between RNC – MGW and MGW – MGW in TS 25.415 and TS 29.415;


· Link Adaptation between MS and BTS in TS 45.009;

· Link Adaptation for MS-BTS-TRAU —(TFO)— TRAU-BTS-MS connections in TS 28.062;


· Interworking between Rate Control and Link Adaptation in TS 28.062..

Rate Control for an established UE-to-UE connection

The term “UE” in this document refers to both, the Mobile Station (MS) in GERAN or the User Equipment (UE) in UTRAN. UE-to-UE connections can be established in many different ways. With one example the general principle of rate control is described here shortly to provide some background. Some more detailed examples may be found also in TR 23.977 (BARS).

Figure 1 illuminates the speech data flow from GERAN to UTRAN with the associated Rate Control in the opposite direction.
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Figure 1: Speech data flow from GERAN to UTRAN, with Rate Control flow in the opposite direction

The dominating node for Rate Control in this direction is the BTS. It continuously monitors the radio channel quality (better to say: the Link Capacity) in the GERAN uplink direction and quickly corrects its Link Adaptation. This BTS sends Codec Mode Commands (CMC) every 40ms downlink to the UE to get the best adapted speech rate in uplink. These rate changes occur comparably frequent to follow the permanently varying Link Capacity (fading and shadowing etc.).


The other important node in this direction is the distant RNC, which takes care about cell congestion in the downlink UTRAN. These rate changes occur comparably seldom, because cell load changes are not so dynamic. The RNC sends on demand a RC_Req to MGW2 with the highest Rate it wants to tolerate. MGW2 sends an RC_Ack back to the RNC and forwards the RC_Req to MGW1, which also sends an RC_Ack back to MGW2. MGW1 from now on sends every 40ms a Codec Mode Request (CMR) via TFO to the TRAU and this further down to the BTS.

The BTS combines its own CMC decisions for the local uplink with the CMR coming from the distant RNC and send the most restrictive CMC down to the UE. Most restrictive means: The BTS takes the minimum of both maximally allowed Rates.

Other, less important nodes with influence on Rate Control are the TRAU and MGW1. They may in some cases limit the highest rate to get compatible, but not identical AMR Configurations into the common lower subset. Example:  GERAN side runs HR_AMR (7.4 – 5.9 – 4.75), while the Core Network and UTRAN run UMTS_AMR2(12.2 – 7.4 – 5.9 – 4.75). TRAU and MGW1 identify this situation in the TFO Protocol and limit the Rate Control commands in both directions to the highest common mode, which is 7.4.

Note: it may be observed that neither Node B nor UE2 have any influence on the Rate Control in their downlink direction. RAN so far felt no need to take this into account due to fast power control in UTRAN.

General Observation: The overall Decision for “Maximum Rate Control” is taken in a “Distributed Rate Decision” along the signalling path. Each node takes the minimum of its own Rate Control Request and the received Rate Control Request “from the right” side and sends this minimum further on In this way at the end the overall minimum is taken. Remember: “A chain is as strong as its weakest member”.
Figure 2 illuminates the speech data flow from UTRAN to GERAN with the associated Rate Control in the opposite direction.
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Figure 2: Speech data flow from UTRAN to GERAN, with Rate Control flow in the opposite direction

The dominating node for Rate Control in this direction is UE1. It continuously monitors the radio channel quality (better to say: the Link Capacity) in the GERAN downlink direction and quickly corrects its Link Adaptation. UE1sends Codec Mode Requests (CMR) every 40ms uplink to the BTS to get the best adapted speech rate in downlink. These rate changes occur comparably frequent to follow the permanently varying Link Capacity (fading and shadowing etc.). But the BTS cannot immediately change the rate in downlink! It has to send the Codec Mode Request further uplink until it finally reaches the distant Encoder in UE2. Only here the Rate can be changed. The control loop in this speech path direction is therefore longer than in the other directions (with respect to the GERAN radio channel).


The other important node in this direction is the distant RNC, which takes care about cell congestion in the uplink UTRAN. These rate changes occur comparably seldom, because cell load changes are not so dynamic. The RNC sends every 40ms a TFCI_Control (TFCI_C) downlink to UE2 with the highest Rate it wants to tolerate and which is also allowed by the distant UE1. 

The other nodes in the path have similar rules and behaviour as in the other direction, see above.

Note: it may be observed that in this direction UE2 has influence on the Rate in its uplink direction. Whenever it reaches its upper limit in TX_power, UE2 is allowed to lower the speech rate in uplink to gain some headroom.

Rate Control during Inter-UTRAN Relocation

Figure 3 shows a more detailed signalling flow within MGW1 during an “local” Inter-UTRAN Relocation
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Figure 3: Signalling flow within MGW1 during an Inter-UTRAN Relocation.

For simplicity it is assumed that an UTRAN-UTRAN call is given with just one MGW in the path. The procedures work identical for other scenarios. Please note that most handovers take place inside UTRAN and are not visible to the Core Network.

This figure 3 shows the connections for both, the user plane and the RC_plane. The circles denote the potentially necessary processing. It should be obvious what to do there in this case, or how to derived it from the standards and it is to some extend anyway implementation issue and not necessary to standardize.

For the speech payload the upper blue circle is just a copy function: whatever is received from the distant side is copied to both local relocation partners, RNCold and RNCnew. This is done to minimize the speech path interruption in downlink direction. In another solution it could also be a hard switch.

The lower red circle is in the simplest case a hard switch: either the speech payload frames from RCNold or from RNCnew are forwarded to the distant side.
The lower circle could, however, be also an intelligent combiner that takes advantage of the FQI (Frame Quality Indication) in each speech payload frame and could combine both upstream flows to minimize the speech path interruption in uplink.

As said already these exact details should be left to the implementation freedom.

The combiner in the lower circle is controlled to some extend by the MSC-S, but this is not really essential for the performance and it is not at all essential for the RC-Protocol.

The topology description from the MSC-S to the MGW is solely controlling the speech payload directions and combinations, not the Rate Control functions.

For the RC_Plane the functions are more complex and not memory-less!

Rate control requests could theoretically be sent from each radio access – old, new, distant - as shown in Figures 4.1 to 4.3. 
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 Figure 4.1: RC_Request from RNCdistant with acknowledgements
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 Figure 4.2: RC_Request from RNCold with acknowledgement
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 Figure 4.3: RC_Request from RNCnew with acknowledgement
The following points should also be considered:

i) In order to be prepared for the coming handover RNCnew is already receiving downlink data before the handover has been performed. These downlink data must, of course, fulfil the maximum rate request of RNCnew. Rate control requests fromRNCnew are, however, currently specified to be only sent after relocation detect. As the MSC-S must be triggered by RNCnew via RANAP to switch the topology via H.248 then it cannot yet send an UL rate control request although it is already receiving DL payload which may be above its own maximum rate.

ii) The Relocation may be aborted and the call may be returned to RNCold. 
Therefore rate control requests from RNCold are still important during the relocation. 
Even after “handover detect” and when RNCnew is already connected both-way, RNCold is still receiving downlink data, in order to be prepared for the case that the handover is switching back to RNCold.


iii) Rate control requests and acknowledgements shall not be sent between RNCnew and RNCold.


iv) Rate control requests from RNCdistant should be sent to both, RNCold and RNCnew, in order to keep both uplink data streams within the maximum rate of the distant side..
 

v) The content of the acknowledgements (i.e. acknowledger’s maximum rate) is to be considered.

vi) The “initial rate control request” from RNCnew triggers an acknowledgement, which provides RNCnew with the far-ends maximum rate. However, this still takes a round trip delay time, before RNCnew can be sending UL data that do obey the distant maximum rate setting. It is therefore too late to do this after change of topology.

vii) The Rate Control Protocol (RC_Req / RC_Ack) is defined between two end-points, not between more than two.
viii) Every RC_Req shall be answered by one RC_Ack, not more, not less.

ix) An RC_ACK contains the current rate restriction (again), exactly as in RC_Req. Sometimes, in very rare cases, but not excluded, an RC_Ack may contain a new rate restriction.

Now what is the overall goal for Rate Control in this intermediate MGW1 node?

Downlink (“right to left”)
The distant RNC shall not send speech payload frames with rates higher than acceptable for RNCold .AND. RNCnew. It does not make sense to send the copy to RNCnew, when it is not guaranteed that it can accept it.

Note: Here the old-fashioned FORTRAN .AND. notation is used to denote the logical AND.


As a consequence of this: every RC_Req coming from T1 .OR. T2 shall be considered. The one with the stronger restriction shall be send to the distant RNC. This means the lower of the two maximum rates is considered.

It is not reasonable and not correct to send the RC_Req coming from RNCold to RNCnew and vice versa.

Uplink (“left to right”)
None of the two, neither RNCold nor RNCnew, shall send speech payload frames with rates higher than acceptable for the distant RNC. This is in order to allow a fast switching or even the intelligent combining in uplink at any time.


As a consequence of this: every RC_Req coming from the distant RNC shall be send to both, RNCold and RNCnew.

The MGW should minimize the RC signaling. This is not mandatory, but reasonable.


The MGW shall stay consistent on all interfaces. As a consequence it seems necessary to remember the Rate Control setting on all three terminations in both directions (RC1, RC2, RC3).

What is then with the RC_Ack?

O.K: we remember, every RC_Req requires exactly one RC_Ack.

When the distant RNC sends a RC_Req then it goes in general to both local RNCs and both do in general answer, each with its own rate restriction. The MGW shall combine both and send one RC_Ack with the stronger restriction to the distant RNC. Easy so far.

Attention: 
the local RNCs answer in general with different delays. The MGW cannot wait for both. So it forwards the first RC_Ack, modified, if necessary, with the remembered RC setting from the other local RNC and sends the result to the distant RNC. If, later, the second local RC sends its RC_Ack, most likely with its old RC setting, this is just noted by the MGW and nothing is send in addition to the distant RNC.

If, however, in the very rare case, the second RC_Ack contains new, stronger or weaker restrictions, then it might be necessary to inform the distant RNC. But it is not allowed to send this as RC_Ack (there was already an RC_Ack sent). So the newer restriction must be send by RC_Req, consequently acknowledged by RC_Ack from the distant RNC. In the extreme, very, very rare case this RC_Ack contains again new restrictions and the game goes on.

The same considerations hold, if one or both local partners are not RNCs, but TFO-Partners and the rate control is received/send via TFO to GERAN or another BICN hidden behind a TDM transit.

Rate Control during Inter-GERAN Handover

Figure 4 shows a more detailed signalling flow within MGW1 during an “local” Inter-GERAN Handover.
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The handling of speech traffic and rate control is very similar to the Inter-UTRAN relocation. The TFO protocol terminations (TFOold and TFOnew) provide at their “right” sides more or less exactly the same interfaces as the RNCold and RNCnew. The above considerations are also valid here.

And also for GERAN-UTRAN handovers (not show here) the same considerations apply.

Other Cases

Another case, where rate control rules may apply, is for call hold/call wait scenarios, where an Iu or Nb connection may be isolated from the current call context, but in this case the connection should always be ready to be linked (back) into the call. This means that the rate control rules and recommendations described about need also to be applied to this case – it should not be permitted to add into the call a new leg that will send UL data that exceeds the requested maximum rate from the far end. Thus rate control requests received from a far end should be sent also to connections that are “on hold”.

It has been suggested that the Topology descriptor could control the Iu UP protocol – i.e. that if two terminations are isolated, then no control protocol is permitted between them, which means the “call hold” scenario cannot work. Also, If this logic would be followed, then if the terminations have topology “one-way”, then this would mean that Iu UP protocol messages are only permitted one-way through the MGW. In the cases above this would mean that:

a) prior to the relocation:

1) Rate Control Requests from the RNCnew would be discarded prior to change of the topology (although  RNCnew has detected that the Ue has switched, i.e.  to being Serving RNC now.

2) Rate Control Acknowledgements from RNnew would be discarded.

b) if the far end sends a rate control request during the change of topology:

3) Rate Control Acknowledgements from the far end (in reply to a rate control request from RNCold) would be discarded.

Thus it is clear that the IuUP Rate control PDU cannot follow the same rules of Topology as the User Data.
Proposed Solution

The ideal solution is for the MGW to know exactly what is happening and what each termination’s current and future responsibility is. This entails providing the MGW with new parameters associated to terminations and perhaps some more Context level information. While this is not available Ericsson believe that the Topology can be used to infer what is happening in the context and by performing some basic rules within the MGW can perform the handover and maintain the rate control handling between external peers according to the 25.415 protocol rules. An example set of rules is listed below:

The MGW  forwards all rate control requests and acknowledgments transparently while the Context is not in TrFO Break. A TrFO Break condition exists while the context has any Topology other than all connections bothway. The following procedures/rules may then apply:

1. Any rate control request received from a RAN connection shall be passed to another RAN connection unless it is Isolated from that termination.

2. Any rate control acknowledgment for a RAN connection shall be passed to another RAN connection unless it is Isolated from that termination.

3. Any rate control request received into the Context shall be forwarded to all terminations in the context that are if they have 3GUP properties. The MGW shall record the maximum rate requested by this termination and that there is an outstanding Ack to be sent to it.

4. Any Rate Control Acknowledgment received into the context shall be sent to the termination with an outstanding Ack. The maximum rate returned to this termination in the Ack shall be stored at that termination. The MGW shall also check all other terminations that are not Isolate from this termination and compare their stored maximum rate (downlink) and if the new received rate is less then the MGW shall generate a Rate Control Request with this new maximum to these terminations. 

5. Any further Acks received into the context when there are no further outstanding Acks shall be compared with the stored value for the maximum rate last sent to that termination. If the Ack returned has a lower maximum then the MGW shall generate a Rate Control Request with this new maximum and send to all terminations that are not isolated from the termination into which the last Ack was received. Any Acks from this MGW generated Rate Control request should be discarded as there should not be any outstanding Acks.

If TFO is supported and terminations in the context are in TFO then the MGW shall map between IuUP rate control and TFO rate control protocols; the previous rules/procedures shall then  also apply.

It is considered that such behaviour in the MGW is implementation dependent, as long as an implementation achieves that requirements stated in the previous section of this paper (All Rate Control Request shall receive 1 Ack etc) 

I is proposed that this discussion paper should be included as an informational Annex in the stage 2 specification, 23.153. This is described in CR N4-041449

Conclusion

The rules for handling rate control procedures in a MGW with multiple connects should be agreed and included in Stage 2. Further study should be made to provide the MGW with clear procedure information (new parameters) to ensure more complex scenarios such as conferencing with TrFO can be handled and ensure the most optimal solution for SRNS relocation and handovers.

IuUP Rate control PDUs cannot follow the same rules of Topology as the User Data.

MGW can however use the Topology settings to determine how to coordinate the rate control requests and acknowledgements but this does not require any changes to Mc interface.
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