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Background
At CN4 #20, Nortel presented a discussion document (N4-030780 attached) and two CR’s, one to 29.060 (was N4-030781, presented to this meeting as N4-031xxx) and one to 23.007 (was N4-030782, presented to this meeting as N4-031yyy), describing a problem where contexts are left dangling following a GTP path failure.  The situation that was described in N4-030780 was one where a path fails between two devices and as a result on of the GSN’s involved deletes the contexts associated with the GSN at the other end of the path, but the far end GSN does not delete the contexts.  

From the current 29.060 specification, the following points were noted in N4-030780;-

· Echo Request is optional.

· Upon failure to receive a Response to a GTP Request after N3 attempts have failed due to the T3 timer expiring, the Deletion of contexts associated with the GSN that is failing to respond is optional.

As stated in N4-030780, it is these factors that could result in dangling contexts for the following reasons;-
· One GSN supports Echo Request and so would notice that the path had gone down since there is no Echo Response and so deletes the contexts.  However the other GSN does not support Echo Request and does not notice that the path is down.  Therefore the contexts are left dangling on that GSN.
· Both GSNs support Echo Request, but only one supports deletion of contexts when no response is received.

· Neither GSN supports Echo Request and only one of the GSNs notices that the path is down following failure of a GTP Request after N3 attempts.

Nortel proposed a solution to this problem in N4-030780 and prepared the CR’s to implement that solution in N4-030781 and N4-030782.  However, an alternative solution was proposed to make support of Echo Request a mandatory requirement.

This document considers this second proposal and compares it to the proposal from N4-030780.

Mandatory Support of Echo Request
Currently within 29.060 the following text describing Echo Request is included in section 7.2.1.

An Echo Request may be sent on a path to another GSN or RNC to find out if the peer GSN or RNC is alive (see section Path Failure). Echo Request messages may be sent for each path in use. A path is considered to be in use if at least one PDP context uses the path to the other GSN. When and how often an Echo Request message may be sent is implementation specific but an Echo Request shall not be sent more often than every 60 s on each path.

A GSN or RNC shall be prepared to receive an Echo Request at any time and it shall reply with an Echo Response. A GSN or RNC may optionally send Echo Request messages.

Two points emerge from this text – that Echo Request is currently an optional operation, and second that there is no fixed time between Echo Request messages being sent.  Instead only a minimum gap of 60 seconds is specified but no maximum value is defined.  
Also within 29.060, the following text describing Path Failure is found in section 11.2.

A path counter shall be reset each time a response is received on the path and incremented when the T3-RESPONSE timer expires for any message sent on the path. The path shall be considered to be down if the counter exceeds N3-REQUESTS. In this case, the GSN or RNC may notify the Operation and Maintenance network element. GTP shall also notify the upper layer of the path failure, so that PDP contexts associated with this path may be deleted.

Again a number of points can be noted – there is no recommendation on the length of the T3 timer or on the value of N3-REQUESTS.  It is also entirely optional to delete the contexts once a path failure has been detected.  
Considering the proposal of how to solve the problem identified in N4-030780, it is not entirely clear how making support of Echo Request mandatory solves the problem.  Suppose that Echo Request is made mandatory and consider two GSNs connected by a path that fails.  GSN1 sends Echo Request every 60 seconds, whilst GSN 2 sends echo request every 90 seconds.  If GSN2 has just sent an Echo Request and received an Echo Response from GSN1 immediately before the path failure, it will not begin to notice that the path has subsequently failed for another 90 seconds.  However, if GSN1 sends an echo request immediately after the path failure it could easily attempt the Request N3 times allowing for the T3 timer to expire each time and delete the contexts before GSN2 has even sent its next Echo Request.  Once again, GSN2 ends up with dangling contexts.

At first sight, it may appear that this problem could be solved by aligning the lengths of the T3 timers on GSN 1 and GSN2, but the problem would still apply if the sending of the Requests is misaligned and when the path fails, one GSN attempts to send an Echo Request before another, which would result in that GSN expiring it’s T3 timer N3 times before the other.  And of course in all of this we are assuming that T3 and N3 are equal for both devices.  If GSN1 has a T3 time set to a lower value than GSN2, or has N3 set to a lower number than GSN2, then it’s T3 timer expiring N3 times will happen a lot quicker than that of GSN2.
Of course, the gap between Echo Requests, the T3 timer value and the value of N3 can all be configured to ensure that each GSN sends Echo Requests with the same gap between them and if they fail to get a response in the same length of time, they each retry the same number of times before declaring the path as failed.  However, even with all of these things set, the only way to guarantee that two GSNs sharing a path that has failed will both detect that failure (or not) is to  be able to also guarantee that they attempt Echo Requests at exactly the same time as each other.
Finally, it is also necessary to ensure that the behaviour once the two ends have noticed that the path is done is equivalent, since currently it is only optional to delete the associated contexts.  With all of the above recommendations in place, if one of the GSNs deletes and the other does not, Dangling contexts will still be in place at the latter GSN.

Conclusions
To prevent dangling contexts as a result of path failure, taking the assumption that the Echo Request message is mandatory, there would also be a need for;-
· The option to delete the contexts at a GSN that notices a failed path to also be made mandatory.

· N3-RESPONSES to be set uniformly across all networks.

· T3-TIMER length to be set uniformly across all networks.

· Echo Request sending to be synchronised across all networks so that all nodes send Echo Requests simultaneously, and have exactly the same time gap between one successful Echo Request and the next.

Without these four additional requirements, there would be no guarantee that the path failure is detected at both ends of the path.  Therefore, if any one of these four conditions along with the condition that Echo Request is mandatory is not acceptable, a mechanism for recovering from path failure to delete the dangling contexts on a node that did not notice the failure or did not delete the contexts even though it noticed the failure, will still be required.  
Proposal
To that end, Nortel sees three paths open to resolve this problem.

1. Make Echo Request mandatory, the requirement to delete contexts upon failure to receive response to Echo Request  after T3 timer expires N3 times mandatory, set a mandatory value for T3-TIMER, set a mandatory value for N3-RESPONSES and define a mechanism whereby all GSNs in all networks send Echo Request simultaneously.

2. Implement a subset of the requirements in 1, along with a mechanism something like that described in N4-030780 to recover the dangling contexts that would result when contexts are still left dangling.

3. Implement the mechanism described in N4-030780, which would remove dangling contexts after path failure cleanly and immediately the path is re-established.

Note that the CR’s to implement the changes in N4-030780 are submitted to this meeting as documents N4-031105 and N4-031106.
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