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What is covered here?

		SUA Functionality 

		Examples of SUA Supported SCCP Parameters

		Examples of Addressing and Routing

		Service Impact

		SUA Benefits and drawbacks

		Conclusion

		Q&A

		BACKUP – SCTP Overview
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SUA Functionality

		Support for transfer of SS7 SCCP-User Part messages; 

		Support for SCCP connectionless service; 

		Support for SCCP connection oriented service; 

		Support for the seamless operation of SCCP-User protocol peers; 

		Support for the management of SCTP transport associations between a Signalling Gateway and one or more IP-based signalling nodes; 

		Support for distributed IP-based signalling nodes; and 

		Support for the asynchronous reporting of status changes to management; 

		Support Address Mapping Function (AFM).
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Examples of SUA Supported SCCP Parameters

		SUA supports all standardised parameters in SCCP specification plus enhanced features.

		Destination/Source Addresses



Global Title (Translation Type, Number Plan, Nature of Address)

Point Code

Subsystem Number (SSN)

IPv4/6 address

Hostname

		Hop Counter

		Routing Indicator

		Sequence Number
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Addressing and Routing

		Operations are compared in 3 examples



Current SS7 Network

M3UA in all IP network

SUA in all IP network
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Addressing & Routing – Current SS7 Network
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Addressing & Routing – M3UA in all IP network
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Addressing & Routing– SUA in all IP network
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Procedures

		One  example is discussed here



MS Authentication – E212 based routing

		E164 based routing is very similar, the DNS (ENUM) server will load with E164 domain database.

		The example is for SUA in all IP case.

		The example is in roaming scenario.

		GW STP is IP based and functions as SUA relay node.
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MS Authentication - Diagram
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MS Authentication – Message Flow
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		After MS initialise GPRS attach, the SUA at SGSN receives E.212 number and SSN (Optional) from its upper layers (In Called  Party Address parameter).

		The SUA with the AMF at SGSN attempts to map the E.212 number + SSN (Optional) to an IP address. Because the number is for the subscriber from a different PLMN, it may not find a mapping IP address if the data is not cached after ENUM request or the caching expired. The SUA at SGSN then constructs the domain name from the E.212 number using a identical approach defined for E.164 numbers in RFC 2916. Assuming the name belongs to e212.arpa domain. A DNS query will then be sent to the local DNS server to retrieve the URI, in the form of x@hostname or y@ipaddress, associated with the domain name constructed above. URIs will be resolved with IP addresses. 

		 Local DNS server return IP address of MS’s home GW STP to the SGSN.

		The SGSN then sends the MAP_SEND_AUTHENTICATION_INFO message to MS’s home GW STP.  At SUA layer, the Routing Indication in CdPA is set to be “routing on GT”.  At IP layer, the destination IP address is the IP address of its GW STP.

		The GW STP will forward the message to the right HLR.  In the normal case, the GW STP should know the right HLR and have the association established with the HLR, however it may also contact its local DNS server to locate the HLR.
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Protocol Stack Message Flow

		Take the same MAP message as an example here: MAP_SEND_AUTHENTICATION_INFO
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		MAP_OPEN service (Destination Address, Originating Address) is invoked before any user specific service-primitive is accepted. The sequence ends with a MAP-DELIMITER primitive. For details refer to section 7.5 General rules for mapping of services onto TC in MAP spec.

		The MAP uses the services provided by TC. TCAP messages are contained within the SUA portion of the IP packet.  A TCAP message is comprised of a transaction portion and a component portion.  Components include parameters which contain application –specific data (e.g. MAP message) unexamined by TCAP, the components are called APDUs (Application Protocol Data Units). TC is structured as a Component sub-layer above a Transaction sub-layer.  TC relies on underneath protocol layers to provide addressing mechanism (e.g. SUA and SCCP). A component is the means by which TC conveys a request to perform an operation, or a reply. Components are passed individually between a TC-user and the Component sublayer.

		N-UNITDATA and N-NOTICE are the two primitives to the upper layers for the connectionless service.  The corresponding parameters for these two primitives include Called Address, Calling Address and User Data etc.  SUA do support these primitives between the SUA and SCCP-User, refer to section 1.6.1 Definition of SUA upper boundary in SUA ID v6.0.0 for detail.

		SUA message  is put into SCTP chunk as a payload.

		The Protocol Data Units (PDU) of SCTP are called SCTP packets.  SCTP packet forms the payload of an IP packet.
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SUA Message Format

		SUA messages consist of a Common Header followed by zero (0) or more parameters.

		Parameters are in Tag-Length-Value (TLV) format.







0                 1                  2                 3

01234567890123456789012345678901





Parameter Value

Parameter  Tag

Parameter  Length
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Service Impact

		Exhaustive list of services specified in 3G network is provided at section 8 of TR 29.903 to identify the impact by introducing SUA.

		The analysis confirmed that there is no impact to those services.
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Benefits & Drawbacks

Benefits:

		One less protocol layer with elimination of SCCP reduces the complexity of the network node (implementation as well as management) therefore saves cost.

		SUA allows the messages routing using Global Titles without involvement of point codes in IP-to-IP case .

		With SUA the central-administrated and dynamically updated address mapping data can reduce operator’s operation, administration and maintenance costs. 

		Refer to Section 11 of TR29.903 for detail.



Drawbacks:

		New network nodes such as ENUM server might need to be introduced .
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Conclusion

The extensive study and investigation in TR29.903 show, 

		SUA can effectively replace SCCP/M3UA except GTT, which is out of the scope of SUA.  That's also why AMF (Address Mapping Function) is introduced and referred in SUA spec .

		There is no fundamental difference comparing interworking between SUA and SCCP/M3UA and interworking between SUA and SCCP/MTP3.



It is proposed that SUA for IP-based MAP and CAP transport be used as an option in the 3GPP core network. 
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Q&A





CONTACT 



Michael Young



michael.young@motorola.com

Any Questions?
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SCTP Overview





BACKUP
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Stream Control Transmission Protocol (SCTP)

		What is it?

		What new features does it offer?

		What was it designed for?

		Function details of how it works.
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What is it?

		It is a new IETF transport protocol for reliable message-oriented data transfer.

		It can be used any place TCP would be used.
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How is it different than TCP? 

		Message boundaries are preserved.

		Multi-stream capable, a way to escape “head-of-line” blocking.

		Directly support for multi-homing.

		SACK is built into the protocol.

		Heartbeat/Keep-alive mechanisms are integral part of the protocol.

		Un-ordered delivery as an option.

		Message time-to-live option.

		Security Cookie mechanism to protect against “SYN” attack.

		Path PTU discovery built in.

		Better extensibility.
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New IP protocol stack with SCTP
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The sub-layers within SCTP
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New feature 1 – message boundaries intact
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New feature 2 – no head of line blocking
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New feature 2 – no head of line blocking (cont.)
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New feature 2 – no head of line blocking (cont.)
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New feature 3 – Multi-homing support
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New feature 3 – Multi-homing support (cont.)
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Retransmission to alternate



An essential property of SCTP is its support of multi-homed nodes, i.e. nodes which can be reached under several IP addresses. If the SCTP nodes and the according IP network are configured in such a way that traffic from one node to another travels on physically differnt pathes if different destination IP address are used, associations become tolerant against physical network failures and other problems of that kind. 

Address Management at Association Setup

If a client is multi-homed, it informs the server about all its IP addresses with the INIT chunk's address parameters. Thereby, the client is only required to know one IP address of the server because the server provides all its IP addresses to the client in the INIT-ACK chunk. SCTP is able to handle IP version 4 and IP version 6 addresses (even mixed). An SCTP instance regards each IP address of its peer as one ``transmission path'' towards this endpoint. 

If no explicit IP addresses are contained in the INIT or INIT-ACK chunk, the source IP address of the IP packet which carries the SCTP datagram is used. This eases application of SCTP when Network Address Translation, (NAT), e.g. at the edge of large privat IP networks, is involved. To facilitate this further, an additional optional feature has been introduced into the RFC2960 which allows the usage of host names in addition to or instead of IP addresses. Path and Peer Monitoring

An SCTP instance monitors all transmission pathes to the peer instance of an association. To this end, HEARTBEAT chunks are sent over all pathes which are currently not used for the transmission of data chunks. Each HEARTBEAT chunk has to be acknowledged by a HEARTBEAT-ACK chunk. Each path is assigned a state: it is either active or inactive. A path is active if it has been used in the recent past to transmit an (arbitrary) SCTP datagram which has been acknowledged by the peer. If transmissions on a certain path seem to fail repeatedly, the path is regarded as inactive. 

The number of events where heartbeats were not acknowlegded within a certain time, or retransmission events occurred is counted on a per association basis, and if a certain limit is exceeded (the value of which may be configurable), the peer endpoint is considered unreachable, and the association will be terminated. 

Path Selection

At the set-up of an SCTP association, one of the IP addresses from the returned list is selected as initial primary path. Data chunks are transmitted over this primary transmission path by default. For retransmissions however, another active path may be selected, if one is available. To support the measurement of round trip delays, SACK chunks should be sent to the source address of the IP packet which carried the data chunk that triggered the SACK. The users of SCTP are informed about the status (state and measurements) of a transmission path on request or when a transmission path changes its state. They may then instruct the local SCTP instance to use a new primary path.
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New feature 4 – SACK built into the protocol
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New feature 4 – SACK built into the protocol (cont.)
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New feature 5 - Heartbeat
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New feature 5 – Heartbeat (cont.)
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New feature 6 – Unordered Delivery
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SCTP Details

		SCTP association.

		Basic SCTP message formats.

		4-way handshake.

		Security cookie mechanism.

		Normal data transfer procedures.

		Unordered and lost datagram scenarios.

		Large datagram transfer (segmentation and reassembly).

		How message building occurs.

		How screams are used.

		Heartbeat mechanism and fault management

		Shutdown Sequence
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What are transport address, endpoint and association?

		Transport address  a combination of a SCTP port and an IP address.

		Endpoint  a sender/receiver of SCTP packets, can be represented as a list of transport addresses sharing the same SCTP port.

		 Association  a relationship or conversation between two endpoints.
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A tail of 2 processes

Machine "A"

Machine "Z"

Network X
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Basic SCTP packet format

		SCTP packet is comprised of an common header and some number of chunks.



Chunk 1

Common Header

Chunk …

Chunk N



		The protocol data units (PDU) of SCTP are called SCTP packets. If SCTP runs over IP (as described in RFC2960 ), an SCTP packet forms the payload of an IP packet. An SCTP packet is composed of a common header and chunks. Multiple chunks may be multiplexed into one packet up to the Path-MTU size. A chunk may contain either control information or user data.
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Basic SCTP packet format (cont.)

		SCTP common header.



Verification Tag

Source Port

Destination Port

Alder-32 Check Sum



		The common header consists of 12 bytes. For the identification of an association, SCTP uses the same port concept as TCP and UDP. For the detection of transmission errors, each SCTP packet is protected by a 32 bit checksum (Adler-32 algorithm), which is more robust than the 16 bit checksum of TCP and UDP. SCTP packets with an invalid checksum are silently discarded. The common header also contains a 32 bit value called verification tag. The verification tag is association specific, and exchanged between the endpoints at association startup. So there are two tag values used in one association. See section SCTP states for detailed information on tags.
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Basic SCTP packet format (cont.)

		A SCTP Chunk.









Chunk Data

Chunk Length





Chunk Flags

Chunk Type



Each chunk begins with a chunk type field, which is used to distinguish data chunks and different types of control chunks, followed by chunk specific flags and a chunk length field needed because chunks have a variable length. The value field contains the actual payload of the chunk. 
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Basic SCTP packet format (cont.)

		Each chunk has its own chunk data structure defined.

		Chunk flags have specific definition for different chunk type.
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Chunks used by SCTP to operate: control chunks

		Initiation (INIT)

		Initiation Acknowledgement (INIT ACK)

		Selective Acknowledgement (SACK)

		Heartbeat Request (HEARTBEAT)

		Heartbeat Acknowledgement (HEARTBEAT ACK)

		Abort (ABORT)

		Shutdown (SHUTDOWN)

		Shutdown Acknowledgement (SHUTDOWN ACK)

		Operation Error (ERROR)

		State Cookie (COOKIE ECHO)

		Cookie Acknowledgement (COOKIE ACK)

		Explicit Congestion Notification Echo (ECNE)

		Congestion Window Reduced (CWR)

		Shutdown Complete (SHUTDOWN COMPLETE)
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Basic association initiation sequence

COOKIE-ECHO

COOKIE-ACK

*

*

* -- User data can be attached



Endpoint A



Endpoint Z



INIT







INIT-ACK



Normal Association Establishment

The Server Side

The server receives an association setup request (an INIT chunk) usually in the CLOSED state, and analyzes the data contained in that chunk. From that it generates all the values needed at its side to enter an established association, and generates a secure hash of these values and a secret key (e.g. with the MD5 or SHA-1 algorithms). The values are then put into the so-called COOKIE, along with the derived message authentication code (MAC). This COOKIE is returned to the sender of the INIT chunk in an INIT-ACK chunk. The server remains in the CLOSED state, and forgets all about the received INIT chunk. 

Upon reception of a COOKIE-ECHO chunk (which contains a COOKIE data structure as parameter), the server unpacks the data contained in this COOKIE, and uses again the MAC contained therein to verify whether it was the originator of this COOKIE. If the MAC computes okay, it is a valid COOKIE that this server had created before, and the data values contained in the COOKIE are used to initialize the SCTP instance. The server will send a COOKIE-ACK to the client (optionally bundling a data chunk with this COOKIE-ACK chunk) and enter the ESTABLISHED state. It is then ready to accept data or send data chunks itself.

The Client Side

When an Upper Layer (ULP) wants to start an association, it calls the ASSOCIATE primitive (see SCTP API ) and all necessary data structures are initialized in order to assemble an INIT chunk. This INIT chunk is sent to one transport address (i.e. combination of IP-address and port) of a server. An init timer is started that triggers repetitive sending of the INIT chunk when it expires before an INIT-ACK chunk was received from the server. If after a configurable number of send events no INIT-ACK was received, an error is reported to the ULP and peer endpoint is reported unreachable. After the client has sent the first INIT chunk, it enters the COOKIE-WAIT state. When the client receives an INIT-ACK chunk from the server in the COOKIE-WAIT state, it stops the init timer, assembles an COOKIE-ECHO chunk, puts the server's COOKIE from the received INIT-ACK chunk into the COOKIE-ECHO chunk, and returns it to the server. It then starts a cookie timer, that triggers repetitive sending of this COOKIE-ECHO, until a COOKIE-ACK is received from the server. After sending the first COOKIE-ECHO, the protocol instance enters the COOKIE-ECHOED state. If no COOKIE-ACK is received after a configurable number of COOKIE-ECHO send events, the server endpoint is reported unreachable. 

After reception of a COOKIE-ACK chunk from the server, the client enters the ESTABLISHED state. Note that the COOKIE-ECHO may already be accompanied by a bundled data chunk. It is up tp the server whether to accept that data chunk or to drop it. 
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Information in INIT and INIT-ACK chunk

		 Transport address list

		 Verification Tags

		 Initial Transmission Sequence Number (TSN)

		 Stream Configuration Information

		 Advertised Receiver window credit

		 etc.
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Cookie in Initiation ACK

		Unlike INIT, the INIT-ACK must contain a Cookie parameter.

		The Cookie encrypts all state information needed to construct the association AND both the creation time of the cookie and the lifespan of the cookie.

		A cookie MUST expire to protect against a replay attack.

		The sender of the INIT-ACK must not keep any state after sending out the INIT-ACK!
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Stream Configuration

		Both sides must indicate and agree to the other how many outbound streams it wants and max inbound streams it can accept.

		If a side cannot tolerate the number of streams asked by the other side it should ABORT the association.





While TCP couples the reliable transfer of user data and the strict order-of-transmission delivery of such data, SCTP separates the reliable transfer of datagrams from the delivery mechanism. This makes it possible to adapt protocol usage to the specific needs of the applications using SCTP. Some applications may only need partial ordering of datagrams while others might even be satisfied with a reliable transfer that does not guarantee any in-sequence maintenance at all. 

General Concepts

SCTP distinguishes different streams of messages within one SCTP association. This enables a delivery scheme where only the sequence of messages needs to be maintained per stream (partial in-sequence delivery) which reduces unnecessary head-of-line blocking between independent streams of messages. Furthermore, SCTP provides a mechanism for bypassing the sequenced delivery service, so that messages are delivered to the user of SCTP as soon as they are completely received (order-of-arrival delivery). Flow control and congestion control in SCTP have been designed in a way which assures that SCTP traffic behaves in the network in the same way as TCP traffic does. This enables a seamless introduction of SCTP services into existing IP networks (see also Performance Evaluation of the Stream Control Transmission Protocol ). 

SCTP operates on two levels: 

		Within an association the reliable transfer of datagrams is assured by using a checksum, a sequence number and a selective retransmission mechanism. Without taking the initial sequence into account, every correctly received data chunk is delivered to a second, independent level. 

		The second level realises a flexible delivery mechanism which is based on the notion of several independent streams of datagrams within an association. 



Detection of loss and duplication of data chunks is enabled by numbering all data chunks in the sender with the so-called Transport Sequence Number (TSN). The acknowledgements sent from the receiver to the sender are based on these sequence numbers. 

Retransmissions are timer-controlled. The timer duration is derived from continous measurements of the round trip delay. Whenever such a retransmission timer expires, (and congestion control allows transmissions) all non-acknowledged data chunks are retransmitted and the timer is started again doubling its initial duration (like in TCP). 

When the receiver detects one or more gaps in the sequence of data chunks, each received SCTP packet is acknowleged by sending a Selective Acknowledgement (SACK) which reports all gaps. The SACK is contained in a specific control chunk. Whenever the sender receives four consecutive SACKs on the same data chunk this data chunk is immediately retransmitted (fast retransmit). Most up-to-date operating systems already support a similar optional extension to TCP (see RFC 2018). 

Flexible Datagram Delivery

The user of SCTP may assign each datagram to one of several streams within an association. When an association is set-up, the number of available streams per direction is exchanged between the peer entities. Within each stream, SCTP assigns independent Stream Sequence Numbers (SSN) to the user datagrams. These numbers are used at the receiver to determine the sequence of delivery. SCTP performs in-sequence delivery per stream (for all datagrams which are not marked for out-of-order delivery). This mechanism avoids head-of-line blocking between independent streams of datagrams within one association. With TCP, this could only be achieved by setting-up several connections (one per stream) which would lead to additional cost and overhead. As already mentioned, SCTP allows to mark datagrams for order-of-arrival delivery. This could be used for important messages which may by-pass others, like e.g. transaction abort messages of an application. If no sequence maintenance is required, all datagrams could be marked accordingly.
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Normal data transfer

		Can only happen after the completion of the initiation sequence (with a few exceptions).

		A data sender bundles one or more DATA chunks which contain user messages into a packet and sends it.

		A data receiver MUST SACK every other packet OR at least within 200ms.

		Data and SACK's may be piggybacked.





SCTP implementations must have flow and congestion control mechanisms according to RFC2960 , which ensures that SCTP can be introduced without problems in networks where TCP is in widespread use (see also Performance Evaluation of the Stream Control Transmission Protocol ).

General Concepts

SCTP distinguishes different streams of messages within one SCTP association. This enables a delivery scheme where only the sequence of messages needs to be maintained per stream (partial in-sequence delivery) which reduces unnecessary head-of-line blocking between independent streams of messages (see also SCTP Streams ). SCTP operates on two levels: 

		Within an association the reliable transfer of datagrams is assured by using a checksum, a sequence number and a selective retransmission mechanism. Without taking the initial sequence into account, every correctly received data chunk is delivered to a second, independent level. 

		The second level realises a flexible delivery mechanism which is based on the notion of several independent streams of datagrams within an association. Chunks belonging to one or several streams may be bundled and transmitted in one SCTP packet provided they are not longer than the current path MTU. 



Detection of loss and duplication of data chunks is enabled by numbering all data chunks in the sender with the so-called Transport Sequence Number (TSN). The acknowledgements sent from the receiver to the sender are based on these sequence numbers. 

Retransmissions are timer-controlled. The timer duration is derived from continous measurements of the round trip delay. Whenever such a retransmission timer expires, (and congestion control allows transmissions) all non-acknowledged data chunks are retransmitted and the timer is started again doubling its initial duration (like in TCP). 

When the receiver detects one or more gaps in the sequence of data chunks, each received SCTP packet is acknowleged by sending a Selective Acknowledgement (SACK) which reports all gaps. The SACK is contained in a specific control chunk. Whenever the sender receives four consecutive SACKs reporting the same data chunk missing, this data chunk is immediately retransmitted (fast retransmit). Most up-to-date operating systems already support a similar optional extension to TCP (see RFC 2018 ). 

Flow Control

SCTP uses an end-to-end window based flow and congestion control mechanism similar to the one that is well known from TCP (see RFC 2581 - TCP Congestion Control ). The receiver of data may control the rate at which the sender is sending by specifying an octet-based window size (the so-called Receiver Window), and returning this value along with all SACK chunks. 

The sender itself keeps a variable known as Congestion Window (short: CWND) that controls the maximum number of outstanding bytes (i.e. bytes that may be sent before they are acknowledged). Each receveived data chunk must be acknlowlegded, and the receiver may wait a certain time (usually 200 ms) before that is done. Should there be a larger number of SCTP packets with data received within this period of, every second SCTP packet containing data is to be acknowlegded at once by sending a SACK chunk back to the sender. 

Selective Acknowledgement

The acknowledgements carry all TSN numbers that have been received by one side with them. That is, there is a so called Cumulative TSN Ack value, that inidicates all the data that has successfully been reassembled at the receivers side, and has either already been delivered to the receiving Upper Layer Process, or may readily be delivered upon request. 

Moreover, there are so-called Gap Blocks that indicate that segments of data chunks have arrived, with some data chunks missing in between. Should some data chunks have been lost in the course of transmission, they will either be retransmitted after the transmission timer has expired, or after four SACK chunks have reported gaps with the same data chunk missing. In the latter case, the missing data is retransmitted via the Fast Retransmit mechanism. 

In case a retransmission occurrs which signals packet loss, the implementation must appropriately update congestion and flow control parameters. Flow Control for Multihomed Endpoints

By default, all transmission is done to a previously selected address from the set of destination addresses, which is called the Primary Address. Retransmissions should be done on different paths, so that if one path is overloaded, retransmissions do not affect this path (unless the network topology is such that retransmissions hit the same point in the network where the data was dropped due to congestion). For certain network topologies that may have beneficial effects on overall throughput. Acknowledgements shall be sent to the transport address from which originated the data. 

Should the active path have a high number of failures and its error counter exceed a boundary, the SCTP implementation notifies its upper layer process that the path has become inactive. Then a new primary path may (and probably should) be chosen by the application (for more information on this, see SCTP Multihoming ). 

Congestion Control

The congestion control behaviour of an SCTP implementation according to RFC2960 may have an impact where timely delivery of messages is required (i.e. transport of signalling data). However, this ensures the proper behaviour of SCTP when it is introduced on a large scale into existing packet switched networks such as the Internet. The congestion control mechanismns for SCTP have been derived from RFC 2581 - TCP Congestion Control ), and been adapted for multihoming. For each destination address (i.e. each possible path) a discrete set of flow and congestion control parameters is kept, such that from the point of view of the network, an SCTP association with a number of paths may behave similarly as the same number of TCP connections. Slow Start and Congestion Avoidance

As in TCP, SCTP has two modes, Slow Start and Congestion Avoidance. The mode is determined by a set of congestion control variables, and as already mentioned, these are path specific. So, while the transmission to the primary path may be in the Congestion Avoidance mode, the implementation may still use Slow Start for the backup path(s). 

For successfully delivered and acknowledged data the congestion window variable (CWND) is steadily increased, and once it exceeds a certain boundary (called Slow Start Threshold, SSTRESH), the mode changes from Slow Start to Congestion Avoidance. Generally, in Slow Start, the CWND is increased faster (roughly one MTU per received SACK chunk), and in Congestion Avoidance mode, it is only increased by roughly one MTU per Round Trip Time (RTT). 

Events that trigger retransmission (timeouts or fast retransmission) cause the SSTHRESH to be cut down drastically, and reset the CWND (where a timeout causes a new Slow Start with CWND=MTU, and a Fast Retransmit sets CWND=SSTHRESH). 

Path MTU Discovery

Since the Path MTU is such an important variable (influencing the congestion control), an SCTP implemetations should keep a variable for the estimate of the current Maximum Transmission Unit (Path MTU) for each path. How this is done, is closer described in RFC 1191 - Path MTU Discovery and RFC 1981 - Path MTU Discovery for IP Version 6 . 
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Lost Packet Handle

		When a packet is lost, retransmission will occur in one of two ways:

		when repeated SACKs occur reporting the missing packet (via holes) 4 times, or

		when a time-out occurs on the packet.

		The receiver will help speed things up by SACKing every packet when a hole exists.
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Lost Packet Handle (cont.)

		A SACK describes all received pieces, as well as painting a picture for the sender of what is missing and what is duplicated .



Type=3

Flags=0

Length=variable

Cumulative TSN

Receiver window credit

Gap Ack Bloc #1 start

Gap Ack Bloc #N start

Num of Dup=M

Num of Fragments=N

Gap Ack Bloc #1 end

Gap Ack Bloc #N end

Duplicate TSN #1

Duplicate TSN #M



The SACK chunk is sent to the peer endpoint to acknowledge received DATA chunks and to inform the peer endpoint of gaps in the received subsequences of DATA chunks as represented by their TSNs. The SACK MUST contain the Cumulative TSN Ack and Advertised Receiver Window Credit (a_rwnd) parameters. 

By definition, the value of the Cumulative TSN Ack parameter is the last TSN received before a break in the sequence of received TSNs occurs; the next TSN value following this one has not yet been received at the endpoint sending the SACK. This parameter therefore acknowledges receipt of all TSNs less than or equal to its value. 

The SACK also contains zero or more Gap Ack Blocks. Each Gap Ack Block acknowledges a subsequence of TSNs received following a break in the sequence of received TSNs. By definition, all TSNs acknowledged by Gap Ack Blocks are greater than the value of the Cumulative TSN Ack. 
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Lost Packet Handle

		Cumulative TSN is the highest consecutive TSN received (no gaps).

		All gaps/fragments reports describe what has been received.

		All gap/fragments numbers are offsets from the cumulative TSN.

		Retransmissions are made to alternate destinations if possible.
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Sending a large message

		To send a large message (bigger than the Path MTU) a sender will do the following:

		Break the message into P-MTU sized pieces minus the overhead (IP/Data chunk/Common header).

		As an autonomous action, assign these chunks  TSNs in sequential order.

		Mark the first chunk with the data chunk flags set to binary ’10’. Set the flags to ’00’ in all middle pieces.

		Set the last piece flag to ’01’.

		Notes:

		Normal messages have the flags set to 11.

		The TSN sequencing will guarantee delivery of all of the pieces. 
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Receiving a large message

		The receiver of a message with the data chunk flags NOT set to 11 shall do the following:

		Save each piece in a re-assembly queue.

		Keep the pieces in order sequentially by TSN numbers.

		When all pieces are present from 10 to 01 with no missing TSNs, merge all the data together discarding the duplicated common headers.
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Heartbeat and fault management

		A heartbeat message is sent on idle destination addresses at a pre-determined rate.

		The receiver is required to respond with a Heartbeat-Ack.

		The sender can use this for RTT calculation.

		If the receiver does not respond this counts as a time-out on that destination.

		Each destination keeps track of the number of heartbeat misses and time-outs.

		When data is ack'd or a Heartbeat-Ack arrives that was sent to a destination the miss counter is cleared.

		Each destination has a threshold against it.

		If the misses exceed the threshold the destination is reported down.
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Heartbeat and fault management (cont.)

		When a destination is marked down it is reported to the upper layer as such.

		If the primary destination address is that destination SCTP will silently switch to an alternate if it exists and is in service.

		Heartbeats continue to down destinations.

		If a down destination comes in service it is reported as such to the upper layer.

		An ambiguity exists in that the error counter can get cleared on data that was resent.

		Karn's rule can be applied to correct for this.

		The association has a separate overall error count and threshold. 

		If these are exceeded then the association is torn down.
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Basic association shutdown sequence



Endpoint A



Endpoint Z





SHTDWN





SHTDWN-ACK





SHTDWN-CMPLT



ULP shtdwn

Drain data

Drain data







Association Termination

Both sides may decide to terminate an SCTP association for a number of reasons, and can do so practically at any time (provided they are in a state that is not CLOSED :-) There is the possibility of a graceful shutdown, ensuring that no data is lost, or hard termination, not taking care of the peer. Graceful Termination of an Association

Upon receiving the SHUTDOWN primitive from its upper layer user process, an SCTP instance should stop accepting data from this process, and start sending a SHUTDOWN chunk, as soon as all of its outstanding data has been acknowledged. This process is secured by a timer, that repeats this process, should the SHUTDOWN be lost. 

The peer will, at one point, receive the SHUTDOWN, and reply by sending a SHUTDOWN ACK chunk, as soon as all of its data has been acknowledged (also secured by a timer !).

When the first peer (that started the shutdown procedure) receives the SHUTDOWN ACK, it will stop the timer, send a SHUTDOWN COMPLETE, and remove all data still belonging to that association, and enter the CLOSED state. 

The peer that receives this SHUTDOWN COMPLETE chunk may then also remove all record of this association, and enter the CLOSED state. Should the last SHUTDOWN COMPLETE message be lost, the peer will repeat sending SHUTDOWN ACK chunks, until an error counter has been exceeded, which reports the other peer unreachable. Aborting the Association

An endpoint may also decide to abort an existing association, taking into account that data still in flight may not be acknowledged, by sending an an ABORT chunk to its peer endpoint. The sender MUST fill in the peer's Verification Tag in the outbound packet and MUST NOT bundle any DATA chunk with the ABORT. 

The receiver of the ABORT does not reply, but validates the chunk, and removes the association, if the ABORT contains the correct tag value. If so, it also reports termination to its uppler layer process. 

Should the ABORT be lost, and the endpoint sending it terminate directly after sending it, it will take a rather long time to determine that the peer has gone (i.e. after the Peer Error Counter has been exceeded). Special Cases

There are a number of special cases that need to be considered. These occur, when one endpoint is interrupted, restarted etc.

Sections 5.2.4 and 9 of RFC2960 describe the handling of these cases: 

		Peer restart case, where the peer uses a new tag value. 

		Cross initialization, where both peers send an INIT chunk at about the same time. 

		Excessive delay of COOKIE chunks, etc. 

		One peer trying to re-establish an association, while the other one tries to terminate it. 
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SCTP Security

		IPSEC is expected to be used for data content protection if needed.

		SCTP uses a validation tag to verify packets belong to an association. This helps protect against blind attacks.

		The cookie mechanism is used to protect association set-up against the "SYN" attack.

		A cookie contains all of an endpoint's TCB with a 128 bit encryption signature. No TCB is saved during the initial stage of association setup.
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SCTP Overview





THE END
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