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Introduction

This contribution discusses how to incorporate the SDP b:RS and b:SS bandwidth modifiers, as defined in RFC 3556, into the QoS Mapping Tables of TS 29.208. CN1, CN3 and CN$ have agreed that these bandwidth modifiers shall be used in Rel.5.

A Corresponding CR implementing Proposal 2 is contained in TDOC N3-030548.

Before two proposals for QoS Mapping Tables are suggested, some underlying ideas are presented

Shall Mapping Tables consider IP Flows or Media Components?

A precondition for IP Flow based Mapping tables is that the SDP contains sufficient information to derive bandwidths for single IP flows. This precondition is satisfied:

· It is feasible to derive separate bandwidths for RTCP IP Flows.

· It has been clarified on the IETF mmusic email explorer that the “m=<Port>/<n> …” notation implies that each of the n media streams obtains the bandwidth given by the “b:AS” SDP bandwidth modifier. Corresponding updates are to be expected in the next version of draft_ietf_mmusic_sdp_new.

The granted bandwidth may differ between Media Component and IP Flow based Mapping Tables. Consider the following example: A Media component uses RTP as transport, and therefore RTCP may potentially be used. However, the UE does not use RTCP and therefore does not include the corresponding Flow ID in the PDP Context Request. A QoS mapping table based on media components would grant the bandwidth for RTCP, even if the UE does not request resources for the corresponding Flow ID. However, a QoS Mapping Table based on IP Flows would not grant bandwidth for RTCP in this case. The granted bandwidth implied by IP Flow based mapping tables is considered more accurate.

Furthermore, an implementation of Mapping tables on IP Flow basis in the PDF is simpler than an implementation on media component basis: The bandwidth for all Flow Ids in a Client Handle has to be summed up. For IP flow based mapping tables, this is trivial. In contrast, for media component based mapping tables, extra logic is required to avoid that the bandwidth for a media component is added several times.

IP Flow based mapping tables are also considered more future proof, as they allow an operation on finer granularity.

In summary, IP Flow based mapping tables appear to be preferable.

Assumptions on Numbers of RTCP Senders and Receivers

There is hardly any knowledge about the number of RTP senders and receivers in the PDF, this is something to be learned by the UE from RTCP during the session. We have to assume the worst case both for the RTCP sender bandwidth and for the RTCP receiver bandwidth, that is one sender/receiver taking all the bandwidth. (If there are more senders/receivers, the sender/receiver bandwidth will be distributed among them.)

Note that terms “sender” and “receiver” refer to RTP clients sending RTCP sender or receiver reports. As the RTCP sender report includes the information from the RTP receiver report, plus additional information about sent RTP packages, it is possible that only senders, but no receivers exist.

Some additional information may be derived from the SDP direction attributes:

· SDP direction attribute "bidirectional" or none.
One might be attempted to assume at least two senders at each moment in time for this case, but this rule is not fulfilled in all cases: For instance, consider the typical conversational pattern of speech. We should stick to the assumption "one sender, one receiver" even in this case. Unfortunately, we do not know at which side of the air interface the sender and receiver are located. One should therefore assume the sum of the sender and receiver bandwidth in both directions.
One might also be attempted to assume "maximum of sender and receiver bandwidth" instead, but this may fail in transition situations, where senders and receivers change roles.

· SDP direction attribute "sendonly" or "recvonly".
We know at which side of the air interface the sender(s) and receiver(s) are located. This allows some optimizations. Proposal 1 omits this optimization, but proposal 2 includes it.

· SDP direction attribute "inactive"
One might think that there should be no sender in this case, only receivers. However, inactive media will not be encountered frequently, and are currently treated the same way as directional media with respect to Media IP Flows. It is therefore suggested to treat the RTCP bandwidth for “inactive” media components in the same way as for "bidirectional" media components.
Default Values for RTCP Bandwidth

From RFC 3556

“

3.  Default values

   If either or both of the RS and RR bandwidth specifiers are omitted,

   the default values for these parameters are as specified in the RTP

   profile in use for the session in question.  For the Audio/Video

   Profile, RFC 3551 [2], the defaults follow the recommendations of the

   RTP spec:

      o  The total RTCP bandwidth is 5% of the session bandwidth.  If

         one of these RTCP bandwidth specifiers is omitted, its value is

         5% minus the value of the other one, but not less than zero.

         If both are omitted, the sender and receiver RTCP bandwidths

         are 1.25% and 3.75% of the session bandwidth, respectively.

      o  At least RS/(RS+RR) of of the RTCP bandwidth is dedicated to

         active data senders.  When the proportion of senders is greater

         than RS/(RS+RR) of the participants, the senders get their

         proportion of the sum of these parameters.

“

The last bullet implies that the senders may take the entire RTCP bandwidth (if there are only senders, but no receivers).

Proposal 2 below tries to implement these default values. Proposal 1 suggests upper bounds for the default values.

Compatibility with Clients not supporting RFC 3556

Such clients would simply ignore the information provided within the SDP b:RS and b:SS bandwidth modifiers, and therefore apply the default values described above.

QoS Mapping Tables may therefore always grant at least these default values, but possibly additional RTCP bandwidth if more is requested by the SDP b:RS and b:SS bandwidth modifiers, as in Proposal 1 below. Otherwise, service degradation may result if an client sends more RTCP than allowed by the  b:RS and b:SS bandwidth modifiers; the GGSN would drop arbitrary RTP or RTCP packages.

Proposal 2 below takes reduced bandwidth in SDP b:RS and b:SS bandwidth modifiers into account, which may lead to service degradation in interworking situations, but avoids the allocation of unnecessary resources in other scenarios.

Usage of RFC 3556 to suppress RTCP

One application scenario of RFC 3556 is to suppress RTCP by setting the SDP b:RS and b:SS bandwidth modifiers to zero.

An operator may use the Go interface to enforce that no RTCP is being sent in this case by configuring the gates in a suitable manner, and be refusing to authorise Client Handles containing RTCP Flow Ids. Filtering out downlink RTCP is also suitable for interworking with clients not supporting RFC 3556.

However, policing that b:RS and b:SS bandwidth modifiers set to zero are observed with the help of bandwidth limits derived from QoS Mapping tables would only lead to a certain service degradation if RTCP is sent.

Proposal 1
· IP Flow based mapping tables.

· Very simple rules.

· SDP b:RS and b:SS bandwidth modifiers to reduce RTCP bandwidth below default value are ignored.

· Grants to much bandwidth in certain scenarios.

· Interworking to clients not supporting RFC 3556 without service degradation.

IF ( (<transport>=”RTP/AVP”) AND (IP flow is used for RTCP) ) THEN

   /* RTCP Bandwidth */

   /* Cover cases were some of the bandwidth parameters are not supplied */

   IF (b:AS present) THEN

      bwAS_RTCP := <b:AS value> * 0.05;

   ELSE

      bwAS_RTCP := 0;

   ENDIF

   IF (b:RR present) THEN

      bwRR := <b:RR value> * 0.001;

   ELSE

      bwRR := 0;

   ENDIF

   IF (b:RS present) THEN

      bwRS := <b:RS value> * 0.001;

   ELSE

      bwRS := 0;

   ENDIF

   /* Bandwidth calculation for RTCP */

   bwRTCP := MAX( bwAS_RTCP, (bwRS + bwRR) );

   /* Case without any bandwidth information in SDP */

   IF (bwRTCP EQUAL 0) THEN

      bwRTCP := <operator configurable value>;

   ENDIF

   /* Value applies for both uplink and downlink direction */

   IF (IP Flow is downlink) THEN

      Max_DR_DL:= bwRTCP;

   ELSE /* IP Flow is uplink */

      Max_DR_UL:= bwRTCP;

   ENDIF

ELSE /* IP Flow is used for media, not RTCP */

   IF (b=AS: is present) THEN

      Bw_Media:= <b:AS value>;

   ELSE

      Bw_Media:= <as set by the operator>;

   ENDIF

   IF (IP Flow is downlink) THEN

      IF (MediaDirection=uplink) THEN

         Max_DR_DL:= 0;

      ELSE /* MediaDirection is downlink or both */

         Max_DR_DL:= Bw_Media

      ENDIF;

   ELSE /* IP Flow is uplink */

      IF (MediaDirection=downlink) THEN

         Max_DR_UL:= 0;

      ELSE /* MediaDirection is downlink or both */

         Max_DR_UL:= Bw_Media;

      ENDIF;

   ENDIF;

ENDIF;
Proposal 2

· IP Flow based mapping tables.

· SDP b:RS and b:SS bandwidth modifiers to reduce RTCP bandwidth below default value are taken into account.

· Implements default values as defined in RFC 3556.

· Tries to avoid granting extra bandwidth.

· Interworking to clients not supporting RFC 3556 may result in service degradation.
IF ( (<transport>=”RTP/AVP”) AND (IP flow is used for RTCP) ) THEN

   /* RTCP Bandwidth */

   /* Receiver Bandwidth */

   IF (b:RR present) THEN

      Bw_RTCP_Rec := <b:RR value> * 0.001;

   ELSE

      IF (b:AS present) THEN

         IF (b:RS present) THEN

            Bw_RTCP_Rec := 

               MAX[(<b:AS value> * 0.05 - <b:RS value> * 0.001); 0];

         ELSE

            Bw_RTCP_Rec := <b:AS value> * 0.0375;

         ENDIF

      ELSE
         Bw_RTCP_Rec := <as set by the operator>;

      ENDIF

   ENDIF

   /* Sender may take total bandwidth if there are no receivers */

   IF (b:RS present) THEN

      Bw_RTCP_Tot := <b:RS value> + Bw_RTCP_Rec;

   ELSE

      IF (b:AS present) THEN

         Bw_RTCP_Tot := <b:AS value> * 0.05;

      ELSE
         Bw_RTCP_Tot := <as set by the operator>;

      ENDIF

   ENDIF

   IF (IP Flow is downlink) THEN

      IF (MediaDirection=uplink) THEN

         Max_DR_DL:= Bw_RTCP_Rec;

      ELSE /* MediaDirection is downlink or both */

         Max_DR_DL:= Bw_RTCP_Tot

      ENDIF;

   ELSE /* IP Flow is uplink */

      IF (MediaDirection=downlink) THEN

         Max_DR_UL:= Bw_RTCP_Rec;

      ELSE /* MediaDirection is downlink or both */

         Max_DR_UL:= Bw_RTCP_Tot;

      ENDIF;

   ENDIF;

ELSE /* IP Flow is used for media, not RTCP */

   IF (b=AS: is present) THEN

      Bw_Media:= <b:AS value>;

   ELSE

      Bw_Media:= <as set by the operator>;

   ENDIF

   IF (IP Flow is downlink) THEN

      IF (MediaDirection=uplink) THEN

         Max_DR_DL:= 0;

      ELSE /* MediaDirection is downlink or both */

         Max_DR_DL:= Bw_Media

      ENDIF;

   ELSE /* IP Flow is uplink */

      IF (MediaDirection=downlink) THEN

         Max_DR_UL:= 0;

      ELSE /* MediaDirection is downlink or both */

         Max_DR_UL:= Bw_Media;

      ENDIF;

   ENDIF;

ENDIF;

