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Background

Discussion

During the previous CN WG3 meetings, there has been a lot of discussion around the SBLP control of DiffServ via the Go interface. It is noted that CN WG3 could not reach consensus on the function for many reasons, a number of which related to the inputs from the specification TS 23.207.

The following concerns/questions related to this SA WG2 input were raised during the CN WG3 discussion:

1. Issues related to the expected/delivered QoS Characteristics 
With DiffServ classification based on PDP context parameters, the operator can use network engineering to control the QoS in order to deliver the QoS characteristics as specified by the UE in the QoS parameters according to TS 23.107.

In comparison, there is no signalling for any per IP flow parameters (i.e. token bucket parameters), which may affect the QoS characteristics. How does the UE determine what per flow controls if any will be applied, considering both uplink/downlink directions, and the possible controls at both the local and remote interfaces? How is the end-to-end QoS affected in the different scenarios of per flow controls (e.g. applied at one end or both ends of a session)?

Is the UE required to shape the traffic on a per IP flow basis in order to avoid these controls causing a reduction in the received QoS? If so, how is this performed in a UE that does not support an IP BS manager? How does such a UE derive the IP flow parameters?

How can the operator determine the actual QoS that would have been delivered to the UE for an IP flow without some record of the IP flow parameters that were applied, or any measures of the effect of this control?

The PDP context parameters impose requirements on the end-to-end QoS, which are assumed to apply in a mobile-to-mobile IMS scenario. How is it ensured that these requirements are met if the DSCP decision does not also consider the PDP context parameters?

Until now, charging for the bearer service has been based on the PDP context parameters, from which the IP bearer service is derived. With introduction of an IP bearer service model in addition to the PDP context based service model, what are the impacts on the charging model? What information is required to support such a model? Also, what is the impact of the different scenarios (with/without per IP flow control at each end) on the charging models?


2. QoS Management Issues
Policies for PDP context based QoS currently would be configured in the GGSN by the management function. What is the required interaction between the managed bearer service layer in the GGSN, and the SBLP policies? Do the SBLP based policies control the scope for permitted service to be provided by the bearer layer, or does it override the policies from the bearer layer? For example, does the PCF control the maximum allowed DSCP (similarly to the control of the maximum traffic class), or does it define the specific DSCP to be applied? 

If it controls the specific DSCP, then how does this policy ensure that the QoS requirements as defined from the PDP context are also met? How do you ensure compatibility between the per flow control policies and the PDP context based policies? This should further consider the aspects of access independence where the SBLP based policies are determined according to the service level, and should not be specific for the bearer service. 

The QoS characteristics available from the SDP are very limited. The simple bandwidth information is the only parameter that is used to authorise the rate control for the PDP context. TS 23.207 refers to the derivation of token bucket parameters, but it has not been shown yet that these can be reliably determined based on the SDP. 

What are the required parameters for the traffic profile of the per IP flow control, and how are each of these parameters to be derived from the limited information in the SDP?


3. Other General Questions/Comments
The issues raised above are directly related to the actual development of the solution. In addition to the above, the following additional questions/concerns have been raised as to whether the function as proposed is actually the most appropriate mechanism to meet the requirements:

The only action currently proposed  for out-of-profile packets on a per IP flow basis is to discard them. Since such packets have already been transferred over the air interface (at least in the uplink direction), it is questioned whether this is the function that is actually required? It is also questioned whether other handling options such as accounting/charging have been considered?

It is questioned whether the dynamic configuration of the DiffServ marking function by the PCF brings real additional benefits compared to existing operator configuration to mark the packets using operator configuration rules. For example, what is the benefit in re-marking and potentially downgrading the QoS of an IP flow, which was been already treated with higher QoS at the UMTS bearer level. Otherwise, if it has been given lower QoS over the radio, what would be the actual benefit on the end-to-end QoS of using a higher QoS across the backbone.

Furthermore, the control of misbehaving IP flows inside one PDP context was identified as the major gain of this functionality. However, it is noted that when multiple flows are aggregated over a bandwidth constrained PDP context, even correctly behaving flows can interact unless they are properly managed by the UE, and a dedicated PDP context would provide sufficient control over a flow. It is thus questioned what are the actual control requirements for different session/media scenarios from which the specific solution requirements are derived. 


Proposal

It is proposed to send an LS to SA WG2 identifying the concerns/questions that arose from CN WG3 discussion, for consideration in the development of the function for Release 6. The LS is proposed to include the text from the “discussion” section above.

