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1
Introduction

SA2#25 agreed to the inclusion of elements to control GGSN Diffserv functions using the Go interface in release 5, subject to two conditions (S2-022000). One of these conditions was as follows:

· Description of the GGSN functions which act on the individual IP flow QoS information passed over the Go interface must be completed in order for the transfer of individual IP flow QoS information to be included on the Go interface for Release 5.
The description of these functions is in referenced IETF documents. This contribution demonstrates that these descriptions are complete and shows how the appropriate descriptions are included by reference into 29.207.

2
Existing literature on DiffServ

2.1 RFC 2475

RFC 2475 titled: “An Architecture for Differentiated Services” contains all of the descriptions of the DiffServ functions, such as classification, marking, policing, and shaping. Not all these functions are used by 3GPP. Section 2.2 below describes how we incorporate only those that we need.

Here are some extracts of RFC 2475:

“Policing:               

the process of discarding packets (by a dropper) within a traffic stream in accordance with the state of a corresponding meter enforcing a traffic profile.”

“2.3.1  Classifiers

   Packet classifiers select packets in a traffic stream based on the content of some portion of the packet header.  We define two types of classifiers.  The BA (Behavior Aggregate) Classifier classifies packets based on the DS codepoint only.  The MF (Multi-Field) classifier selects packets based on the value of a combination of one or more header fields, such as source address, destination address, DS field, protocol ID, source port and destination port numbers, and other information such as incoming interface.”
“2.3.2  Traffic Profiles

A traffic profile specifies the temporal properties of a traffic stream selected by a classifier.  It provides rules for determining whether a particular packet is in-profile or out-of-profile.  For example, a profile based on a token bucket may look like: codepoint=X, use token-bucket r, b

The above profile indicates that all packets marked with DS codepoint X should be measured against a token bucket meter with rate r and burst size b.  In this example out-of-profile packets are those packets in the traffic stream which arrive when insufficient tokens are available in the bucket.  The concept of in- and out-of-profile can be extended to more than two levels, e.g., multiple levels of conformance with a profile may be defined and enforced.”
“2.3.3  Traffic Conditioners

A traffic conditioner may contain the following elements: meter, marker, shaper, and dropper.  A traffic stream is selected by a classifier, which steers the packets to a logical instance of a traffic conditioner.  A meter is used (where appropriate) to measure the traffic stream against a traffic profile.  The state of the meter with respect to a particular packet (e.g., whether it is in- or out-of-profile) may be used to affect a marking, dropping, or shaping action.

   When packets exit the traffic conditioner of a DS boundary node the DS codepoint of each packet must be set to an appropriate value.

Fig. 1 shows the block diagram of a classifier and traffic conditioner.  Note that a traffic conditioner may not necessarily contain all four elements.  For example, in the case where no traffic profile is in effect, packets may only pass through a classifier and a marker.
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   Fig. 1: Logical View of a Packet Classifier and Traffic Conditioner

2.3.3.1  Meters

Traffic meters measure the temporal properties of the stream of packets selected by a classifier against a traffic profile specified in a TCA.  A meter passes state information to other conditioning functions to trigger a particular action for each packet which is either in- or out-of-profile (to some extent).

2.3.3.2  Markers

Packet markers set the DS field of a packet to a particular codepoint, adding the marked packet to a particular DS behavior aggregate.  The marker may be configured to mark all packets which are steered to it to a single codepoint, or may be configured to mark a packet to one of a set of codepoints used to select a PHB in a PHB group, according to the state of a meter.  When the marker changes the codepoint in a packet it is said to have "re-marked" the packet.

2.3.3.3  Shapers

Shapers delay some or all of the packets in a traffic stream in order to bring the stream into compliance with a traffic profile.  A shaper usually has a finite-size buffer, and packets may be discarded if there is not sufficient buffer space to hold the delayed packets.

2.3.3.4  Droppers

Droppers discard some or all of the packets in a traffic stream in order to bring the stream into compliance with a traffic profile. This process is know as "policing" the stream.  Note that a dropper can be implemented as a special case of a shaper by setting the shaper buffer size to zero (or a few) packets.”
2.2 RFC 3317 (currently available as draft-ietf-diffserv-pib-09.txt)

This document describes a Policy Information Base (PIB) for a device implementing the Differentiated Services Architecture. We incorporate 6 objects from this PIB, and the functional descriptions which accompany them, as follows: : 

Classifiers (dsqosPibClfrGroup):  Classifiers, used in various ingress and egress interfaces, are organized by the instances of the Classifier PRC.  A data path entry points to a classifier entry.  A classifier entry identifies a list of classifier elements.  A classifier element includes the filter entry, and points to a "next" classifier entry or another data path functional element.
· Classifier element (dsqosPibClfrElementGroup): Classifier elements point to the filters which identify various classes of traffic. The separation between the "classifier element" and the "filter" allows us to use many different kinds of filters with the same essential semantics of "an identified set of traffic". The traffic matching the filter corresponding to a classifier element is given to the "next" data path functional element identified in the classifier element.  An example of a filter that may be pointed to by a Classifier Element PRI is the frwkIpFilter PRC, defined in [FR-PIB]. For the Go interface, we define one type of filter which is mandatory to be supported by the GGSN.

Meters (dsqosPibMeterGroup):   The generic meter PRC is used as a base for all more specific forms of meter.  The definition of parameters specific to the type of meter used is referenced via a pointer to an instance of a PRC containing those specifics.  This enables the use of any sort of specific meter table that one might wish to design, standard or proprietary.  For the Go interface, support of the standard token bucket meter type is mandatory.

· Token-bucket parameters (dsqosPibTBParamGroup): This contains the specific parameters for the token bucket meter, which is mandatory for the Go control of Diffserv..

Actions (dsqosPibActionGroup ):   The generic action PRC is used as a base for all more specific forms of actions.
· DSCP Mark Action PRC (dsqosPibDscpMarkActGroup): This Action is applied to traffic in order to mark it with a Diffserv Codepoint (DSCP) value, specified in the dsDscpMarkActTable.

3
GGSN functions which act on individual IP flow QoS information

23.207 clearly states the DiffServ Edge function are required at the GGSN. It also states:

“The DiffServ Edge Function shall be compliant to the IETF specifications for Differentiated Services. The IETF Differentiated Services architecture will be used to provide QoS for the external bearer service.”
The individual IP flow QoS information contains:

· A meter in the form of token-bucket parameters (dsqosPibTBParamGroup)
· DSCP Marking action (dsqosPibDscpMarkActGroup)
The classifier and individual IP flow QoS information supplied over the Go interface will directly feed into the DiffServ edge functionality of the GGSN as follows:

-The classifier element is inputted into the DiffServ Classifier function as in rfc 2475.

-The token-bucket parameters (dsqosPibTBParamGroup) are input into the DiffServ Meter function as in rfc 2475.

-The DSCP Marking action is inputted into the DiffServ Marking function as in rfc 2475.

4
Proposal

Tdocs N3-020586 and N3-020587 introduces the appropriate CRs to 29.207. 

Tdoc N3-020586 is exactly the same as N3-020530, which was sent on the CN3 mailing list on May 24, 2002.

Tdoc N3-020587 introduces some additional clarifications to the text proposed in N3-020586.
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