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Introduction

This contributions aims to highlight certain problems that arise if the IP transport on the Nb interface and IPBCP, (as defined in TS 29.414) is combined with MPLS. An improved use of IPBCP is suggested as a possible solution and the creation of a new related workitem is proposed.

Problem Description
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The current exchange of IP Addresses and Port Numbers between two MGWs within IPBCP messages is sketched in the figure above. Note that MGW1 has to select the address of an IP interface and a port number before it knows its peer MGW.

It is desirable for a MGW to have more than one IP interface (with different IP Addresses) because of redundancy considerations and because of the limit of about 30000 Erlang per IP Address due to the range of UDP port numbers (for each connection, one RTP port and one RTCP port is required).

MPLS is one promising technique to supply QoS for an IP network. If MPLS is used, one MPLS path will be used to transport several voice connections. Thus, there is a need to assign new voice connections to existing MPLS paths. With the current use of IPBCP, MPLS paths between all IP interfaces of all MGWs is required. The number of MPLS paths is proportional to the square of the number of IP interfaces. As a consequence, a large administrative overhead is required and there is a need to overdimension the network due to undesirable statistical properties of a large number of small MPLS paths. Thus, the possibility to limit the number of MPLS paths to one MPLS path per pair of MGWs would be highly beneficial.

Outlines of a Possible Solution

MGW1 does not select an IP address and port, but offers a set of IP address and port pairs to MGW2 in the IPBCP Request message. MGW2 checks for which IP address a MPLS (or multiplexing) path exists and selects the corresponding IP address and port pair among the choices offered by MGW1. MGW2 signals its selection to MGW1 in the IPBCP Accepted message.

1. „Request“ Message from MGW 1 to MGW 2:

v=0

o=- - 1 IN IP4 1.1.1.1

s=-

c=IN IP4 1.1.1.1   // Default IP Interface

t=0 0

a=ipbcp:1 Request

m=audio 1010 RTP/AVP 96     // Port of default IP Interface

a=rtpmap:96 vnd.3gpp.iufp/16000

a=fmtp:96 interface_choice=IN IP4 1.1.1.2 1020;
          interface_choice=IN IP4 1.1.1.3 1030 // Additional IP Interfaces and Ports

2. „Accepted“ Message from MGW 2 to MGW 1:

v=0

o=- - 1 IN IP4 1.1.2.1

s=-

c=IN IP4 1.1.2.1

t=0 0

a=ipbcp:1 Accepted

m=audio 2010 RTP/AVP 96

a=rtpmap:96 vnd.3gpp.iufp/16000

a=fmtp:96 selected_interface=IN IP4 1.1.1.3 1030 // Selected Interface at MGW1

This solution is backward compatible: The fmtp attribute will be ignored in MGW2 if the new feature is not supported (TS 29.414); the default interface offered by MGW1 will be used in this case.

No modification of the IPBCP protocol is required. The new attributes “interface_choice“ and “selected_interface” will be optional parameters of the MIME type “vnd.3gpp.iufp” and can be easily registered at IANA together with this type. The behaviour of the MGWs can be described in TS 29.414.

Suggestions

· A new workitem “enhancements for the IP transport on Nb” should be created for Rel5.

· The enhancement on the usage of IPBCP signalling outlined above should be introduced as an optional feature.

· There is no intention to mandate the usage of MPLS or any other particular protocol for QoS. The choice should be left to the operator.
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