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1.6
Overview of control procedures

1.6.1
List of procedures

The following procedures are specified in the present document:

a)
Clause 4 specifies elementary procedures for Mobility Management:

-
mobility management common procedures (subclause 4.3):

-
TMSI reallocation procedure (subclause 4.3.1);

-
authentication procedure (subclause 4.3.2);

-
identification procedure (subclause 4.3.3);

-
IMSI detach procedure (subclause 4.3.4);

-
abort procedure (subclause 4.3.5);

-
MM information procedure (subclause 4.3.6).

-
mobility management specific procedures (subclause 4.4):

-
location updating procedure (subclause 4.4.1);

-
periodic updating (subclause 4.4.2);

-
IMSI attach procedure (subclause 4.4.3);

-
generic location updating procedure (subclause 4.4).

-
connection management sublayer service provision:

-
mobility management connection establishment (subclause 4.5.1);

-
mobility management connection information transfer phase (subclause 4.5.2);

-
mobility management connection release (subclause 4.5.3).

-
GPRS specific mobility management procedures (subclause 4.7):

-
GPRS attach procedure (subclause 4.7.3);

-
GPRS detach procedure (subclause 4.7.4);

-
GPRS routing area updating procedure (subclause 4.7.5).

-
GPRS common mobility management procedures (subclause 4.7):

-
GPRS P-TMSI reallocation procedure (subclause 4.7.6);

-
GPRS authentication and ciphering procedure (subclause 4.7.7);

-
GPRS identification procedure (subclause 4.7.8);

-
GPRS information procedure (subclause 4.7.12).

b)
Clause 5 specifies elementary procedures for circuit switched Call Control comprising the following elementary procedures:

-
mobile originating call establishment (subclause 5.2.1);

-
mobile terminating call establishment (subclause 5.2.2);

-
signalling procedures during the active state (subclause 5.3):

-
user notification procedure (subclause 5.3.1);

-
call rearrangements (subclause 5.3.2);

-
DTMF protocol control procedure (subclause 5.5.7);

-
in-call modification (subclause 5.3.4).

-
call clearing initiated by the mobile station (subclause 5.4.3);

-
call clearing initiated by the network (subclause 5.4.4);

-
miscellaneous procedures:

-
in-band tones and announcements (subclause 5.5.1);

-
status enquiry procedure (subclause 5.5.3);

-
call re-establishment procedure (subclause 5.5.4).

d)
Clause 6 specifies elementary procedures for session management:

-
GPRS session management procedures (subclause 6.1):

-
PDP context activation (subclause 6.1.3.1 and 6.1.3.2);

-
PDP context modification (subclause 6.1.3.3);

-
PDP context deactivation (subclause 6.1.3.4).


-
MBMS context activation (subclause 6.1.3.8);

-
MBMS context deactivation (subclause 6.1.3.9).

The elementary procedures can be combined to form structured procedures. Examples of such structured procedures are given in clause 7. This part of the present document is only provided for guidance to assist implementations.

Clause 8 specifies actions to be taken on various error conditions and also provides rules to ensure compatibility with future enhancements of the protocol.

********************* NEXT MODIFIED SECTION ********************

6
Support for packet services

This chapter contains the description of the procedures for the session management of GPRS point-to-point data services and MBMS point-to-point and point-to-multipoint data services at the radio interface (Reference point Uu and Um).

6.1
GPRS Session management

6.1.1
General

The main function of the session management (SM) is to support PDP context handling of the user terminal. Furthermore, the session management supports the MBMS context handling within the MS and the network, which allows the MS to receive data from a specific MBMS source. The SM comprises procedures for identified PDP context activation, deactivation, modification, and for identified MBMS context activation and deactivation. SM procedures for identified access can only be performed if a GMM context has been established between the MS and the network. If no GMM context has been established, the MM sublayer has to initiate the establishment of a GMM context by use of the GMM procedures as described in chapter 4. The SM procedures for MBMS context activation and deactivation can only be performed, if in addition to the GMM context the MS has a PDP context activated. After GMM context establishment, SM uses services offered by GMM (see 3GPP TS 24.007 [20]). Ongoing SM procedures are suspended during GMM procedure execution.

In Iu mode only, integrity protected signalling (see subclause 4.1.1.1.1 of the present document and in general, see 3GPP TS 33.102 [5a]) is mandatory. In Iu mode only, all protocols shall use integrity protected signalling. Integrity protection of all SM signalling messages is the responsibility of lower layers. It is the network which activates integrity protection. This is done using the security mode control procedure (3GPP TS 25.331 [23c] and 3GPP TS 44.118 [111]).

For the session management protocol, the extended TI mechanism may be used (see 3GPP TS 24.007 [20]).

6.1.2
Session management states

In this subclause, the SM states are described for one SM entity (see 3GPP TS 24.007 [20]). Each SM entity is associated with one PDP context or MBMS context. Subclause 6.1.2.1 describes the SM states in the MS and subclause 6.1.2.2 describes the SM states on the network side. 

6.1.2.1
Session management states in the MS

In this subclause, the possible states of an SM entity in the mobile station are described. As illustrated in figure 6.1/3GPP TS 24.008 there are five SM states in the MS.

6.1.2.1.1
PDP-INACTIVE

This state indicates that no PDP context and no MBMS context exist.

6.1.2.1.2
PDP-ACTIVE-PENDING

This state exists when PDP context activation was requested by the MS.

6.1.2.1.3
PDP-INACTIVE-PENDING

This state exists when deactivation of the PDP contexts was requested by the MS.

6.1.2.1.4
PDP-ACTIVE

This state indicates that the PDP context is active. 

6.1.2.1.5
PDP-MODIFY_PENDING 

This state exists when modification of the PDP context was requested by the MS.

6.1.2.1.6
MBMS-ACTIVE-PENDING

This state exists when the MS has requested the network to activate an MBMS context.

6.1.2.1.7
MBMS-ACTIVE

This state indicates that the MBMS context is active.
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EMBED Word.Picture.8
Figure 6.1/3GPP TS 24.008: Session management states for PDP context handling in the MS (overview)

It shall be noted, that Figure 6.1/3GPP TS 24.008 applies to both the PDP context activation procedure and the secondary PDP context activation procedure, though the distinction in messages regarding the activation of PDP contexts is not shown here for simplicity.
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Figure 6.1a/3GPP TS 24.008: Session management states for MBMS context handling in the MS (overview)

6.1.2.2
Session management states on the network side

In this subclause, the possible states of an SM entity on the network side are described. As illustrated in figure 6.2/3GPP TS 24.008 there are five SM states on the network side.

6.1.2.2.1
PDP-INACTIVE

This state indicates that the PDP context or MBMS context is not active.

6.1.2.2.2
PDP-ACTIVE-PENDING

This state exists when the PDP context activation was initiated by the network.

6.1.2.2.3
PDP-INACTIVE-PENDING

This state exists when deactivation of the PDP context was requested by the network.

6.1.2.2.4
PDP-ACTIVE

This state indicates that the PDP context is active.

6.1.2.2.5
PDP-MODIFY-PENDING

This state exists when modification of the PDP context was requested by the network.

6.2.2.2.6
MBMS-ACTIVE-PENDING

This state exists when the network has initiated MBMS context activation.

6.2.2.2.7
MBMS-INACTIVE-PENDING

This state exists when the network has requested the MS to deactivate an MBMS context.

6.2.2.2.8
MBMS-ACTIVE

This state indicates that the MBMS context is active.
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Figure 6.2/3GPP TS 24.008: Session management states for PDP context handling on the network side (overview)

It shall be noted, that figure 6.2/3GPP TS 24.008 applies to both the PDP context activation procedure and the secondary PDP context activation procedure, though the distinction in messages regarding the activation of PDP contexts is not shown here for simplicity.
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Figure 6.2a/3GPP TS 24.008: Session management states for MBMS context handling on the network side (overview)

6.1.3
Session Management procedures

6.1.3.1
PDP context activation

The purpose of this procedure is to establish a PDP context between the MS and the network for a specific QoS on a specific NSAPI. The PDP context activation may be initiated by the MS or the initiation may be requested by the network.

Each PDP address may be described by one or more PDP contexts in the MS or the network. The PDP Context Activation procedure is used to activate the first PDP context for a given PDP address and APN, whereas all additional contexts associated to the same PDP address and APN are activated with the secondary PDP context activation procedure. When more than one PDP contexts are associated to a PDP address, there shall be a Traffic Flow Template (TFT) for each or all but one context. If present, the TFT shall be sent transparently via the SGSN to the GGSN to enable packet classification and policing for downlink data transfer (see 3GPP TS 23.060 [74]).

6.1.3.1.1
Successful PDP context activation initiated by the mobile station

In order to request a PDP context activation, the MS sends an ACTIVATE PDP CONTEXT REQUEST message to the network, enters the state PDP-ACTIVE-PENDING and starts timer T3380. The message contains the selected NSAPI, PDP type, requested QoS and, if the MS requests a static address, the PDP address. The MS shall ensure that the selected NSAPI is not currently being used by another Session Management entity in the MS.

Upon receipt of an ACTIVATE PDP CONTEXT REQUEST message, the network selects a radio priority level based on the QoS negotiated and may reply with an ACTIVATE PDP CONTEXT ACCEPT message. Upon receipt of the message ACTIVATE PDP CONTEXT ACCEPT the MS shall stop timer T3380, shall enter the state PDP-ACTIVE. If the offered QoS parameters received from the network differ from the QoS requested by the MS, the MS shall either accept the negotiated QoS or initiate the PDP context deactivation procedure.

NOTE 1: 
If the MS requested a value for a QoS parameter that is not within the range specified by 3GPP TS 23.107, the network should negotiate the parameter to a value that lies within the specified range.

In A/Gb mode, the MS shall initiate establishment of the logical link for the LLC SAPI indicated by the network with the offered QoS and selected radio priority level if no logical link has been already established for that SAPI. If the offered QoS parameters received from the network differ from the QoS requested by the MS, the MS shall either accept the negotiated QoS or initiate the PDP context deactivation procedure. If the LLC SAPI indicated by the network can not be supported by the MS, the MS shall initiate the PDP context deactivation procedure.

In Iu mode, both the network and the MS shall store the LLC SAPI and the radio priority in the PDP context. If a Iu mode to A/Gb mode system change is performed, the new SGSN shall initiate establishment of the logical link using the negotiated QoS profile, the negotiated LLC SAPI, and selected radio priority level stored in the PDP context as in a A/Gb mode to A/Gb mode Routing Area Update.

An MS, which is capable of operating in both A/Gb mode and Iu mode, shall use a valid LLC SAPI, while an MS which is capable of operating only in Iu mode shall indicate the LLC SAPI value as "LLC SAPI not assigned" in order to avoid unnecessary value range checking and any other possible confusion in the network. When the MS uses a valid LLC SAPI, the network shall return a valid LLC SAPI. The network shall return the “LLC SAPI not assigned” value only when the MS uses the “LLC SAPI not assigned” value.

NOTE 2:
The radio priority level and the LLC SAPI parameters, though not used in Iu mode, shall be included in the messages, in order to support handover between Iu mode and A/Gb mode networks.

6.1.3.1.2
Successful PDP context activation requested by the network

In order to request a PDP context activation, the network sends a REQUEST PDP CONTEXT ACTIVATION message to the MS and starts timer T3385. The message contains an offered PDP address. If available, the APN shall be included in the REQUEST PDP CONTEXT ACTIVATION message.
Upon receipt of a REQUEST PDP CONTEXT ACTIVATION message, the MS shall than either initiate the PDP context activation procedure as described in the previous subclause or shall reject the activation request by sending a REQUEST PDP CONTEXT ACTIVATION REJECT message as described in subclause 6.1.3.1.4. The value of the reject cause IE of the REQUEST PDP CONTEXT ACTIVATION REJECT message shall indicate the reason for rejection, e.g. "insufficient resources to activate another context".

The ACTIVATE PDP CONTEXT REQUEST message sent by the MS in order to initiate the PDP context activation procedure shall contain the PDP address, PDP Type and APN requested by the network in the REQUEST PDP CONTEXT ACTIVATION message.

Upon receipt of the ACTIVATE PDP CONTEXT REQUEST message, the network shall stop timer T3385.

The same procedures then apply as described for MS initiated PDP context activation.

6.1.3.1.3
Unsuccessful PDP context activation initiated by the MS

Upon receipt of an ACTIVATE PDP CONTEXT REQUEST message the network may reject the MS initiated PDP context activation by sending an ACTIVATE PDP CONTEXT REJECT message to the MS. The message shall contain a cause code that typically indicates one of the following causes:

# 8:
Operator Determined Barring;

# 26:
insufficient resources;

# 27:
missing or unknown APN;

# 28:
unknown PDP address or PDP type;

# 29:
user authentication failed;

# 30:
activation rejected by GGSN;

# 31:
activation rejected, unspecified;

# 32:
service option not supported;

# 33:
requested service option not subscribed;

# 34:
service option temporarily out of order;

# 35: NSAPI already used. The network shall not send this cause code (see note 1); or

# 95 - 111:
protocol errors.

#112:
APN restriction value incompatible with active PDP context.

NOTE 1:
Pre-R99 network may send this cause code.

Upon receipt of an ACTIVATE PDP CONTEXT REJECT message, the MS shall stop timer T3380 and enter/remain in state PDP-INACTIVE.

6.1.3.1.4
Unsuccessful PDP context activation requested by the network

Upon receipt of the REQUEST PDP CONTEXT ACTIVATION message, the MS may reject the network requested PDP context activation by sending the REQUEST PDP CONTEXT ACTIVATION REJECT message to the network. The message contains the same TI as included in the REQUEST PDP CONTEXT ACTIVATION and an additional cause code that typically indicates one of the following causes:


# 26: insufficient resources;


# 31: activation rejected, unspecified;


# 40: feature not supported; or


# 95 - 111: protocol errors.

The network shall stop timer T3385 and enter state PDP-INACTIVE.

6.1.3.1.5
Abnormal cases

The following abnormal cases can be identified:

a)
Expiry of timers


In the mobile station: 


On the first expiry of the timer T3380, the MS shall resend the ACTIVATE PDP CONTEXT REQUEST and shall reset and restart timer T3380. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3380, the MS shall release all resources possibly allocated for this invocation and shall abort the procedure; no automatic PDP context activation re-attempt shall be performed. 


On the network side: 


On the first expiry of the timer T3385, the network shall resend the message REQUEST PDP CONTEXT ACTIVATION and shall reset and restart timer T3385. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3385, the network shall release possibly allocated resources for this activation and shall abort the procedure. 

b)
Collision of MS initiated and network requested PDP context activation

Dynamic PDP address collision case:

If the MS uses dynamic PDP addressing that turns out to collide with the network requested PDP address, then there is no detection of collision specified but left for network implementation.


Static PDP address collision detected within the mobile station:


A collision of an MS initiated and a network requested PDP context activation procedure is identified by the MS if a REQUEST PDP CONTEXT ACTIVATION message is received from the network after the MS has sent an ACTIVATE PDP CONTEXT REQUEST message, and the MS has not yet received an ACTIVATE PDP CONTEXT ACCEPT or ACTIVATE PDP CONTEXT REJECT message.

NOTE:
In general, the MS is unable to test if the PDP type, PDP address and APN in the REQUEST PDP CONTEXT ACTIVATION message are the same as those for the PDN to which it is attempting to activate a context. This is because the MS may have omitted one or more of the parameters in the ACTIVATE PDP CONTEXT REQUEST message, since it is relying on default values to be provided by the network.

-
In the case of such a collision, the MS initiated PDP context activation shall take precedence over the network requested PDP context activation. If the MS is able to compare the PDP type, PDP address and APN requested in the ACTIVATE PDP CONTEXT REQUEST message with those requested in the REQUEST PDP CONTEXT ACTIVATION message and these parameters are equal, then the MS shall discard the REQUEST PDP CONTEXT ACTIVATION message and shall wait for the network response to its ACTIVATE PDP CONTEXT REQUEST message. If the MS is not able to compare the PDP type, PDP address, and APN requested in the ACTIVATE PDP CONTEXT REQUEST message with those requested in the REQUEST PDP CONTEXT ACTIVATION message, then the MS shall send a REQUEST PDP CONTEXT ACTIVATION REJECT message with the cause 'insufficient resources' to the network, and wait for an ACTIVATE PDP CONTEXT ACCEPT message.


Static PDP address collision detected on the network side: 


A collision is detected by the network in the case where the PDP address, PDP type and APN derived (according to 23.060 annex A) from the ACTIVATE PDP CONTEXT REQUEST message received from the MS match those in the REQUEST PDP CONTEXT ACTIVATION message sent to the MS. 

-
In the case of such a collision, the MS initiated PDP context activation shall take precedence over the network requested PDP context activation. The network shall terminate the network requested PDP context activation procedure, and proceed with the MS initiated PDP context activation procedure.

c)
 MS initiated PDP context activation request for an already activated PDP context (on the network side)

i)
If the network receives a ACTIVATE PDP CONTEXT REQUEST message with the same combination of APN, PDP type and PDP address as an already activated PDP context, the network shall deactivate the existing PDP context and, if any, all the linked PDP contexts (matching the combination of APN, PDP type and PDP address), locally without notification to the MS and proceed with the requested PDP context activation.
ii)
Alternatively (different combination of APN, PDP type and PDP address), if the NSAPI matches that of an already activated PDP context, then the network shall deactivate only the existing PDP context locally without notification to the MS and proceed with the requested PDP context activation.


It is an implementation option if the parameters used for comparison described in clause i) and ii) are the parameters provided in the (current and previous) ACTIVATE PDP CONTEXT REQUESTs or the parameters which are the result of the application of the selection rules defined in TS23.060 Annex A.2. 


The parameter provided in the current ACTIVATE PDP CONTEXT REQUEST can not be compared to the actually used parameters (result of application of selection rules defined in TS23.060 Annex A.2) of the previously activated PDP contexts.

d)
 Network initiated PDP context activation request for an already activated PDP context (on the mobile station side) 


If the MS receives a REQUEST PDP CONTEXT ACTIVATION message with the same combination of APN, PDP type and PDP address as an already activated PDP context, the MS shall deactivate the existing PDP context and, if any, all the linked PDP contexts (matching the combination of APN, PDP type and PDP address) locally without notification to the network and proceed with the requested PDP context activation.
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Figure 6.3/3GPP TS 24.008: MS initiated PDP context activation procedure
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6.1.3.2
Secondary PDP Context Activation Procedure

The purpose of this procedure is to establish an additional PDP context between the MS and the network for a specific Traffic Flow Template (TFT) and QoS profile on a specific NSAPI, when one or more PDP contexts has/have already been established for the particular PDP address. The MS shall include a request for a TFT if a PDP context without a TFT is presently active, for the particular PDP address. 

6.1.3.2.1
Successful Secondary PDP Context Activation Procedure Initiated by the MS

In order to request a PDP context activation with the same PDP address and APN as an already active PDP context, the MS shall send an ACTIVATE SECONDARY PDP CONTEXT REQUEST message to the network, enter the state PDP-ACTIVE-PENDING and start timer T3380. The message shall contain the selected NSAPI. The MS shall ensure that the selected NSAPI is not currently being used by another Session Management entity in the MS. The message shall also include a QoS profile, a requested LLC SAPI and the Linked TI. The QoS profile is the requested QoS. If present, the TFT shall be sent transparently through the SGSN to the GGSN to enable packet classification and policing for downlink data transfer.

Upon receipt of an ACTIVATE SECONDARY PDP CONTEXT REQUEST, the network shall validate the message by verifying the TI given in the Linked TI IE to be any of the active PDP context(s). The same GGSN address shall be used by the SGSN as for the already established PDP context(s) for that PDP address. The network shall select a radio priority level based on the QoS negotiated and shall reply with an ACTIVATE SECONDARY PDP CONTEXT ACCEPT message, if the request can be accepted.

NOTE 1: 
If the MS requested a value for a QoS parameter that is not within the range specified by 3GPP TS 23.107, the network should negotiate the parameter to a value that lies within the specified range.

Upon receipt of the message ACTIVATE SECONDARY PDP CONTEXT ACCEPT, the MS shall stop timer T3380 and enter the state PDP-ACTIVE. If the offered QoS parameters received from the network differ from the QoS requested by the MS, the MS shall either accept the negotiated QoS or initiate the PDP context deactivation procedure. 

In A/Gb mode the MS shall initiate establishment of the logical link for the LLC SAPI indicated by the network with the offered QoS and selected radio priority level if no logical link has been already established for that SAPI. If the LLC SAPI indicated by the network can not be supported by the MS, the MS shall initiate the PDP context deactivation procedure.

In Iu mode, both SGSN and MS shall store the LLC SAPI and the radio priority in the PDP context. If an Iu mode to A/Gb mode Routing Area Update is performed, the new SGSN shall initiate establishment of the logical link using the negotiated LLC SAPI, the negotiated QoS profile and selected radio priority level stored in the PDP context as in an A/Gb mode to A/Gb mode Routing Area Update.

An MS, which is capable of operating in both A/Gb mode and Iu mode, shall use a valid LLC SAPI, while an MS which is capable of operating only in Iu mode shall indicate the LLC SAPI value as "LLC SAPI not assigned" in order to avoid unnecessary value range checking and any other possible confusion in the network. When the MS uses a valid LLC SAPI, the network shall return a valid LLC SAPI. The network shall return the “LLC SAPI not assigned” value only when the MS uses the “LLC SAPI not assigned” value.

NOTE 2:
The radio priority level and the LLC SAPI parameters, though not used in Iu mode, shall be included in the messages, in order to support handover between Iu mode and A/Gb mode networks.

6.1.3.2.2
Unsuccessful Secondary PDP Context Activation Procedure initiated by the MS

Upon receipt of an ACTIVATE SECONDARY PDP CONTEXT REQUEST message, the network may reject the MS initiated PDP context activation by sending an ACTIVATE SECONDARY PDP CONTEXT REJECT message to the MS. The message shall contain a cause code that typically indicates one of the following:

# 26:
insufficient resources;

# 30:
activation rejected by GGSN;

# 31:
activation rejected, unspecified;

# 32:
service option not supported;

# 33:
requested service option not subscribed;

# 34:
service option temporarily out of order;

# 41:
semantic error in the TFT operation;

# 42:
syntactical error in the TFT operation;

# 43:
unknown PDP context;

# 44:
semantic errors in packet filter(s);

# 45:
syntactical errors in packet filter(s);

# 46:
PDP context without TFT already activated;

# 95:
111:
protocol errors.

Upon receipt of an ACTIVATE SECONDARY PDP CONTEXT REJECT message, the MS shall stop timer T3380 and enter the state PDP-INACTIVE.

6.1.3.2.3
Abnormal cases

The following abnormal cases can be identified:

a)
Expiry of timers


On the first expiry of the timer T3380, the MS shall resent the ACTIVATE SECONDARY PDP CONTEXT REQUEST and shall reset and restart timer T3380. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3380, the MS shall release all resources possibly allocated for this invocation and shall abort the procedure; no automatic PDP context activation re-attempt shall be performed. 

b)
MS initiated secondary PDP context activation procedure for an already activated PDP context (On the network side) 


If the NSAPI matches that of an already activated PDP context, the network shall deactivate the existing PDP context locally without notification to the MS and proceed with the requested PDP context activation. The case of a TI match is described in subclause 8.3.2.
c)
no PDP context with linked TI activated


The network shall then check whether there is an activated PDP context for the TI given in the Linked TI IE in the ACTIVATE SECONDARY PDP CONTEXT REQUEST message. If there is no active PDP context for the specified TI, the network shall reply with an ACTIVATE SECONDARY PDP CONTEXT REJECT message, cause code indicating "unknown PDP context".

If there exists a PDP context for the TI given in the Linked TI IE, then the TFT in the request message is checked for different types of TFT IE errors as follows:

a)
Semantic errors in TFT operations:

1)
When the TFT operation is an operation other than "Create a new TFT".


The network shall reject the activation request with cause "semantic error in the TFT operation".

b)
Syntactical errors in TFT operations:

1)
When the TFT operation = "Create a new TFT" and the packet filter list in the TFT IE is empty.

2)
When there are other types of syntactical errors in the coding of the TFT IE, such as a mismatch between the number of packet filters subfield, and the number of packet filters in the packet filter list.


The network shall reject the activation request with cause "syntactical error in the TFT operation".

c)
Semantic errors in packet filters:

1)
When a packet filter consists of conflicting packet filter components which would render the packet filter ineffective, i.e. no IP packet will ever fit this packet filter. How the network determines a semantic error in a packet filter is outside the scope of the present document.


The network shall reject the activation request with cause "semantic errors in packet filter(s)".

d)
Syntactical errors in packet filters:

1)
When the TFT operation = "Create a new TFT" and two or more packet filters in the resultant TFT would have identical packet filter identifiers.

2)
When the TFT operation = "Create a new TFT" and two or more packet filters in all TFTs associated with this PDP address and APN would have identical packet filter precedence values.

3)
When there are other types of syntactical errors in the coding of packet filters, such as the use of a reserved value for a packet filter component identifier.


In case 2) the network shall not diagnose an error, further process the new activation request and, if it was processed successfully, delete the old packet filters which have identical filter precedence values. Furthermore, by means of explicit peer-to-peer signalling between the MS and the network, the network shall deactivate the PDP context(s) for which it has deleted the packet filters.


Otherwise the network shall reject the activation request with cause "syntactical errors in packet filter(s)".

Otherwise, the network shall accept the activation request by replying to the MS with an ACTIVATE SECONDARY PDP CONTEXT ACCEPT message.
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Figure 6.5/3GPP TS 24.008: MS initiated secondary PDP context activation procedure

6.1.3.3
PDP context modification procedure

The PDP context modification procedure is invoked by the network or by the MS, in order to change the QoS negotiated, the Radio priority level, or the TFT, negotiated during the PDP context activation procedure, the secondary PDP context activation procedure or at previously performed PDP context modification procedures. The MS may also create and delete a TFT in an active PDP context. The procedure can be initiated by the network or the MS at any time when a PDP context is active.

The PDP context modification procedure may also be invoked by the MS, in order to upgrade the maximum bit rate and to trigger the re-establishment of the radio access bearer  for an activated PDP context which is preserved in the MS with maximum bit rate values of 0kbit/s for both uplink and downlink (see 3GPP TS 23.060 [74]). If

-
the PDP Context Modification request is accepted by the network but the radio access bearer is not established; or

-
the PDP Context Modification request is rejected with cause "insufficient resources" (see subclause 6.1.3.3.3),

then the MS is not required to start a new PDP Context Modification procedure or to start a Service Request procedure in order to trigger the re-establishment of the radio access bearer.

The network requested PDP context modification procedure may also be used to update the PDP address when external PDN address allocation is performed, in which case the MS receives the PDP address in the MODIFY PDP CONTEXT REQUEST (Network to MS direction) message.

NOTE:
The procedure may be initiated by the network due to an inter-SGSN Routing Area Updating when a PDP context is active. 

6.1.3.3.1
Network initiated PDP Context Modification

In order to initiate the procedure, the network sends the MODIFY PDP CONTEXT REQUEST message to the MS and starts timer T3386. The message shall contain the new QoS and the radio priority level and LLC SAPI that shall be used by the MS in GSM at the lower layers for the transmission of data related to the PDP context.

Upon receipt of this message the MS shall reply with the MODIFY PDP CONTEXT ACCEPT message, if the MS accepts the new QoS and the indicated LLC SAPI.

If the MS does not accept the new QoS or the indicated LLC SAPI, the MS shall initiate the PDP context deactivation procedure for the PDP context - the reject cause IE value of the DEACTIVATE PDP CONTEXT REQUEST message shall indicate "QoS not accepted".

The network shall upon receipt of the MODIFY PDP CONTEXT ACCEPT message stop timer T3386.

In A/Gb mode, the network shall establish, reconfigure or continue using the logical link with the new QoS for the LLC SAPI indicated in the MODIFY PDP CONTEXT REQUEST message.

In Iu mode, the network shall establish, reconfigure or continue using the Radio Access Bearer with the new QoS indicated in the MODIFY PDP CONTEXT REQUEST message.

6.1.3.3.2
MS initiated PDP Context Modification accepted by the network

In order to initiate the procedure, the MS sends the MODIFY PDP CONTEXT REQUEST message to the network, enters the state PDP-MODIFY-PENDING and starts timer T3381. The message may contain the requested new QoS and/or the TFT and the requested LLC SAPI (used in A/Gb mode).

Upon receipt of the MODIFY PDP CONTEXT REQUEST message, the network may reply with the MODIFY PDP CONTEXT ACCEPT message in order to accept the context modification. The reply message may contain the negotiated QoS and the radio priority level based on the new QoS profile and the negotiated LLC SAPI, that shall be used in GSM by the logical link.

Upon receipt of the MODIFY PDP CONTEXT ACCEPT message, the MS shall stop the timer T3381. If the offered QoS parameters received from the network differs from the QoS requested by the MS, the MS shall either accept the negotiated QoS or initiate the PDP context deactivation procedure.

NOTE:
 When modification of QoS was requested by the MS, if the network does not accept the MS request, being unable to provide the requested QoS, it should maintain the QoS negotiated as previously negotiated or propose a new QoS. Therefore, the network would not reject the MS initiated PDP context modification request due to the unavailability of the required QoS. If the MS requested a value for a QoS parameter that is not within the range specified by 3GPP TS 23.107, the network should negotiate the parameter to a value that lies within the specified range.
6.1.3.3.3
MS initiated PDP Context Modification not accepted by the network

Upon receipt of a MODIFY PDP CONTEXT REQUEST message, the network may reject the MS initiated PDP context modification request by sending a MODIFY PDP CONTEXT REJECT message to the MS. The message shall contain a cause code that typically indicates one of the following:

# 26:
insufficient resources;

# 32:
Service option not supported;
# 41:
semantic error in the TFT operation;

# 42:
syntactical error in the TFT operation;

# 44:
semantic errors in packet filter(s);

# 45:
syntactical errors in packet filter(s);

# 95 - 111:
protocol errors.

If upon the reception of a MODIFY PDP CONTEXT REQUEST message the network fails to re-establish the radio access bearer for a PDP context whose maximum bit rate in uplink and downlink is set to 0kbit/s, the network shall reply with MODIFY PDP CONTEXT REJECT with cause "insufficient resources".

The TFT in the request message is checked for different types of TFT IE errors as follows:

a)
Semantic errors in TFT operations:

1)
TFT operation = "Create a new TFT" when there is already an existing TFT for the PDP context.

2)
When the TFT operation is an operation other than "Create a new TFT" and there is no TFT for the PDP context.

3)
TFT operation = "Delete existing TFT" when there is already another PDP context with the same PDP address and APN without a TFT.

4)
TFT operation = "Delete packet filters from existing TFT" when it would render the TFT empty.


In these cases the network shall not diagnose an error and perform the following actions to resolve the inconsistency:


In case 1) the network shall further process the new activation request and, if it was processed successfully, delete the old TFT.


In case 2) the network shall:

-
further process the new request and, if no error according to list items b), c), and d) was detected, consider the TFT as successfully deleted, if the TFT operation is "Delete existing TFT" or "Delete packet filters from existing TFT";

-
process the new request as an activation request, if the TFT operation is "Add packet filters in existing TFT" or "Replace packet filters in existing TFT".


In case 3) the network shall process the new deletion request and, after successful deletion of the TFT, deactivate the old PDP context with the same PDP address and APN without a TFT by explicit peer-to-peer signalling between the MS and the network.


In case 4) the network shall further process the new request and, if no error according to list items b), c), and d) was detected, delete the existing TFT. After successful deletion of the TFT, if there was already another PDP context with the same PDP address and APN without a TFT, the network shall deactivate this old PDP context without a TFT by explicit peer-to-peer signalling between the MS and the network.

b)
Syntactical errors in TFT operations:

1)
When the TFT operation is an operation other than "Delete existing TFT" and the packet filter list in the TFT IE is empty.

2)
TFT operation = "Delete existing TFT" with a non-empty packet filter list in the TFT IE.

3)
TFT operation = "Replace packet filters in existing TFT" when a to be replaced packet filter does not exist in the original TFT.

4)
TFT operation = "Delete packet filters from existing TFT" when a to be deleted packet filter does not exist in the original TFT.

5)
TFT operation = "Delete packet filters from existing TFT" with a packet filter list also including packet filters in addition to the packet filter identifiers.

6)
When there are other types of syntactical errors in the coding of the TFT IE, such as a mismatch between the number of packet filters subfield, and the number of packet filters in the packet filter list.


In case 3) the network shall not diagnose an error, further process the replace request and, if no error according to list items c) and d) was detected, include the packet filters received to the existing TFT.


In case 4) the network shall not diagnose an error, further process the deletion request and, if no error according to list items c) and d) was detected, consider the respective packet filter as successfully deleted.


Otherwise the network shall reject the modification request with cause "syntactical error in the TFT operation".

c)
Semantic errors in packet filters:


When a packet filter consists of conflicting packet filter components which would render the packet filter ineffective, i.e. no IP packet will ever fit this packet filter. How the network determines a semantic error in a packet filter is outside the scope of the present document.

The network shall reject the modification request with cause "semantic errors in packet filter(s)".

d)
Syntactical errors in packet filters:

1)
When the TFT operation = "Create a new TFT" or "Add packet filters to existing TFT" and two or more packet filters in the resultant TFT would have identical packet filter identifiers.

2)
When the TFT operation = "Create a new TFT" or "Add packet filters to existing TFT" or "Replace packet filters in existing TFT" and two or more packet filters in all TFTs associated with this PDP address and APN would have identical packet filter precedence values.

3)
When there are other types of syntactical errors in the coding of packet filters, such as the use of a reserved value for a packet filter component identifier.


In case 1), if two or more packet filters with identical packet filter identifiers are contained in the new request, the network shall reject the modification request with cause "syntactical errors in packet filter(s)". Otherwise, the network shall not diagnose an error, further process the new request and, if it was processed successfully, delete the old packet filters which have the identical packet filter identifiers.


In case 2) the network shall not diagnose an error, further process the new request and, if it was processed successfully, delete the old packet filters which have identical filter precedence values. Furthermore, by means of explicit peer-to-peer signalling between the MS and the network, the network shall deactivate the PDP context(s) for which it has deleted the packet filters.


Otherwise the network shall reject the modification request with cause "syntactical errors in packet filter(s)".

Upon receipt of a MODIFY PDP CONTEXT REJECT message, the MS shall stop timer T3381 and enter the state PDP-ACTIVE.

6.1.3.3.4
Abnormal cases

a)
Expiry of timers 


On the network side:


On the first expiry of timer T3386, the network shall resend the MODIFY PDP CONTEXT REQUEST message reset and restart timer T3386. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3386, the network may continue to use the previously negotiated QoS or it may initiate the PDP context deactivation procedure.


In the MS:


On the first expiry of timer T3381, the MS shall resend the MODIFY PDP CONTEXT REQUEST message reset and restart timer T3381. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3381, the MS may continue to use the previously negotiated QoS or it may initiate the PDP context deactivation procedure.

b)
Collision of MS and Network initiated PDP Context Modification Procedures


A collision of a MS and network initiated PDP context modification procedures is identified by the MS if a MODIFY PDP CONTEXT REQUEST message is received from the network after the MS has sent a MODIFY PDP CONTEXT REQUEST message itself, and both messages contain the same TI and the MS has not yet received a MODIFY PDP CONTEXT ACCEPT message from the network.


A collision is detected by the network in case a MODIFY PDP CONTEXT REQUEST message is received from the MS with the same TI as the MODIFY PDP CONTEXT REQUEST message sent to the MS.


In the case of such a collision, the network initiated PDP context modification shall take precedence over the MS initiated PDP context modification. The MS shall terminate internally the MS initiated PDP context modification procedure, enter the state PDP-Active and proceed with the network initiated PDP context modification procedure by sending a MODIFY PDP CONTEXT ACCEPT message. The network shall ignore the MODIFY PDP CONTEXT REQUEST message received in the state PDP-MODIFY-PENDING. The network shall proceed with the network initiated PDP context modification procedure as if no MODIFY PDP CONTEXT REQUEST message was received from the MS. 

c) Collision of MS initiated PDP Context Modification Procedures and Network initiated Deactivate PDP Context Request Procedures 


A collision of a MS initiated PDP context modification procedures and a network initiated PDP context deactivation procedures is identified by the MS if a DEACTIVATE PDP CONTEXT REQUEST message is received from the network after the MS has sent a MODIFY PDP CONTEXT REQUEST message, and the MS has not yet received a MODIFY PDP CONTEXT ACCEPT message from the network.


In the case of such a collision, the network initiated PDP context deactivation shall take precedence over the MS initiated PDP context modification. The MS shall terminate internally the MS initiated PDP context modification procedure, and proceed with the network initiated PDP context deactivation procedure by sending a DEACTIVATE PDP CONTEXT ACCEPT, enter the state PDP-INACTIVE. The network shall ignore the MODIFY PDP CONTEXT REQUEST message received in the state PDP-INACTIVE-PENDING. The network shall proceed with he network initiated PDP context deactivation procedure as if no MODIFY PDP CONTEXT REQUEST message was received from the MS.
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Figure 6.6/3GPP TS 24.008: Network initiated PDP context modification procedure
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Figure 6.7/3GPP TS 24.008: MS initiated PDP context modification procedure

6.1.3.4
PDP context deactivation procedure

The purpose of this procedure is to deactivate an existing PDP context between the MS and the network. The PDP context deactivation may be initiated by the MS or by the network. The tear down indicator information element may be included in the DEACTIVATE PDP CONTEXT REQUEST message in order to indicate whether only the PDP context associated with this specific TI or all active PDP contexts sharing the same PDP address and APN as the PDP context associated with this specific TI shall be deactivated. If the tear down is requested, all other active PDP contexts sharing the same PDP address and APN as the PDP context associated with this specific TI shall be deactivated locally without peer-to-peer signalling. If the tear down indicator information element is not included in the DEACTIVATE PDP CONTEXT REQUEST message, only the PDP context associated with this specific TI shall be deactivated. 

After successful PDP context deactivation, the associated NSAPI and TI values are released and can be reassigned to another PDP context.

6.1.3.4.1
PDP context deactivation initiated by the MS

In order to deactivate a PDP context, the MS sends a DEACTIVATE PDP CONTEXT REQUEST message to the network, enters the state PDP-INACTIVE-PENDING and starts timer T3390. The message contains the transaction identifier (TI) in use for the PDP context to be deactivated and a cause code that typically indicates one of the following causes:

# 25:
LLC or SNDCP failure (A/Gb mode only);

# 26:
insufficient resources;

# 36:
regular deactivation; or

# 37:
QoS not accepted.

The network shall reply with the DEACTIVATE PDP CONTEXT ACCEPT message. Upon receipt of the DEACTIVATE PDP CONTEXT ACCEPT message, the MS shall stop timer T3390.

In A/Gb mode, both the MS and the network shall initiate local release of the logical link if it is not used by another PDP context.

In Iu mode, the network shall initiate the release of Radio Access Bearer associated with this PDP context.

6.1.3.4.2
PDP context deactivation initiated by the network

In order to deactivate a PDP context, the network sends a DEACTIVATE PDP CONTEXT REQUEST message to the MS and starts timer T3395. The message contains the transaction identifier in use for the PDP context to be deactivated and a cause code that typically indicates one of the following causes:

# 8:
Operator Determined Barring;
# 25:
LLC or SNDCP failure (A/Gb mode only);

# 36:
regular  deactivation;

# 38:
network failure; or

# 39:
reactivation requested.

The MS shall, upon receipt of this message, reply with a DEACTIVATE PDP CONTEXT ACCEPT message. Upon receipt of the DEACTIVATE PDP CONTEXT ACCEPT message, the network shall stop the timer T3395.

In A/Gb mode, both the MS and the network shall initiate local release of the logical link if it is not used by another PDP context.

In Iu mode, the network shall initiate the release of Radio Access Bearer associated with this PDP context.

6.1.3.4.3
Abnormal cases

The following abnormal cases can be identified:

a)
Expiry of timers


In the mobile station: 


On the first expiry of timer T3390, the MS shall resent the message DEACTIVATE PDP CONTEXT REQUEST and shall reset and restart the timer T3390. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3390, the MS shall release all resources allocated and shall erase the PDP context related data.


On the network side: 


On the first expiry of timer T3395, the network shall resent the message DEACTIVATE PDP CONTEXT REQUEST and shall reset and restart timer T3395. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3395, the network shall erase the PDP context related data for that MS. 

b)
Collision of MS and network initiated PDP context deactivation requests


If the MS and the network initiated PDP context deactivation requests collide, the MS and the network shall each reply with the messages DEACTIVATE PDP CONTEXT ACCEPT and shall stop timer T3390 and T3395, respectively. 
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Figure 6.8/3GPP TS 24.008: MS initiated PDP context deactivation procedure
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Figure 6.9/3GPP TS 24.008: Network initiated PDP context deactivation procedure

6.1.3.4a
Void

6.1.3.5
Void

6.1.3.6
Receiving a SM STATUS message by a SM entity

If the SM entity of the MS receives an SM STATUS message the MS shall take different actions depending on the received SM cause value:

#81
Invalid transaction identifier value

The MS shall abort any ongoing SM procedure related to the received transaction identifier value, stop any related timer, and deactivate the corresponding PDP context locally (without peer to peer signalling between the MS and the network).

#97
Message type non-existent or not implemented

The MS shall abort any ongoing SM procedure related to the received transaction identifier value and stop any related timer.

If the SM entity of the MS receives a SM STATUS message with any other SM cause value no state transition and no specific action shall be taken as seen from the radio interface, i.e. local actions are possible.

If the SM entity of the network receives an SM STATUS message the network shall take different actions depending on the received SM cause value:

#81 
Invalid transaction identifier value

The network shall abort any ongoing SM procedure related to the received transaction identifier value, stop any related timer, and deactivate the corresponding PDP context locally (without peer to peer signalling between the MS and the network).

#97
Message type non-existent or not implemented

The network shall abort any ongoing SM procedure related to the received transaction identifier value and stop any related timer.

The actions to be taken in the network on receiving a SM STATUS message with any other SM cause value are an implementation dependent option.

6.1.3.7
Protocol configuration options

The MS and the GGSN may communicate parameters by means of the protocol configuration options information element when activating, modifying or deactivating a PDP context. Such parameters can e.g. be used to convey information from external protocols between the MS and the GGSN. An overview of how the protocol configuration options information element is used is specified in 3GPP TS 27.060 [36a].

The protocol configuration options information element is transparent to the SGSN.



























6.1.3.8
MBMS context activation

The purpose of this procedure is to establish an MBMS context in the MS and in the network for a specific IP Multicast Address using a specific NSAPI for MBMS user plane transmission. The MS shall only initiate the MBMS context activation when requested by the network. However, the trigger for the activation request by the network is initiated by the MS at the application layer (see 3GPP TS 23.246 [106]).

6.1.3.8.1
Successful MBMS context activation 

In order to request an MBMS context activation, the network sends a REQUEST MBMS CONTEXT ACTIVATION message to the MS, enters the state MBMS-ACTIVE-PENDING and starts timer T3385. The message shall contain the IP multicast address, the APN and the Linked NSAPI. 

Upon receipt of a REQUEST MBMS CONTEXT ACTIVATION message, the MS shall validate the message by verifying the NSAPI given in the Linked NSAPI IE to be one of the active PDP context(s), and send an ACTIVATE MBMS CONTEXT REQUEST, enter state MBMS-ACTIVE-PENDING and start timer T3380. The message shall contain an IP multicast address and an APN, which shall be the same as the IP multicast address and the APN requested by the network in the REQUEST MBMS CONTEXT ACTIVATION message. Furthermore, the MS shall include the Supported MBMS bearer capabilities, i.e. the maximum downlink bit rate the MS can handle.
Upon receipt of the ACTIVATE MBMS CONTEXT REQUEST message, the network shall stop timer T3385. If the network accepts the request, it shall reply with an ACTIVATE MBMS CONTEXT ACCEPT message. 

Upon receipt of the message ACTIVATE MBMS CONTEXT ACCEPT the MS shall stop timer T3380 and shall enter the state MBMS-ACTIVE. 

6.1.3.8.2
Unsuccessful MBMS context activation requested by the MS

Upon receipt of an ACTIVATE MBMS CONTEXT REQUEST message the network may reject the MS initiated MBMS context activation by sending an ACTIVATE MBMS CONTEXT REJECT message to the MS. The sender of the message shall include the same TI as included in the ACTIVATE MBMS CONTEX REQUEST and an additional cause code that typically indicates one of the following causes:

# 8:
Operator Determined Barring;

# 24:
MBMS bearer capabilities insufficient for the service;

# 26:
insufficient resources;

# 27:
missing or unknown APN;

# 29:
user authentication failed;

# 30:
activation rejected by GGSN;

# 31:
activation rejected, unspecified;

# 32:
service option not supported;

# 33:
requested service option not subscribed;

# 34:
service option temporarily out of order; or

# 95 - # 111:
protocol errors.

Upon receipt of an ACTIVATE MBMS CONTEXT REJECT message, the MS shall stop timer T3380 and enter/remain in state MBMS-INACTIVE.

6.1.3.8.3
Unsuccessful MBMS context activation requested by the network

Upon receipt of the REQUEST MBMS CONTEXT ACTIVATION message, the MS may reject the network requested MBMS context activation by sending the REQUEST MBMS CONTEXT ACTIVATION REJECT message to the network. The sender of the message shall include the same TI as included in the REQUEST MBMS CONTEXT ACTIVATION and an additional cause code that typically indicates one of the following causes:

# 26:
insufficient resources;

# 31:
activation rejected, unspecified;

# 40:
feature not supported; or

# 95 - # 111:
protocol errors.

The network shall stop timer T3385 and enter in state MBMS-INACTIVE.

6.1.3.8.4
Abnormal cases

The following abnormal cases can be identified:

a)
Expiry of timers in the mobile station: 
On the first expiry of the timer T3380, the MS shall resend the ACTIVATE MBMS CONTEXT REQUEST and shall reset and restart timer T3380. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3380, the MS shall release all resources possibly allocated for this invocation and shall abort the procedure; no automatic MBMS context activation re-attempt shall be performed. 

b)
Expiry of timers on the network side: On the first expiry of the timer T3385, the network shall resend the message REQUEST MBMS CONTEXT ACTIVATION and shall reset and restart timer T3385. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3385, the network shall release possibly allocated resources for this activation and shall abort the procedure. 

c)
 MBMS context activation request for an already activated MBMS context (on the mobile station side): If the MS receives a REQUEST MBMS CONTEXT ACTIVATION message with the same combination of APN and IP multicast address (i.e. PDP type and PDP address) as an already activated MBMS context, the MS shall deactivate the existing MBMS context locally without notification to the network and proceed with the requested MBMS context activation.

d)
MBMS context activation request for an already activated MBMS context (on the network side): If the network receives an ACTIVATE MBMS CONTEXT REQUEST message with the same combination of APN and IP multicast address (i.e. PDP type and PDP address) as an already activated MBMS context, the network shall deactivate the existing MBMS context locally without notification to the MS and proceed with the requested MBMS context activation.
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Figure 6.10/3GPP TS 24.008: MBMS context activation procedure

6.1.3.9
MBMS context deactivation

The purpose of this procedure is to deactivate an existing MBMS context in the MS and the network. The MS shall only initiate the MBMS context deactivation when requested by the network, however the trigger for the deactivation request by the network may be initiated by the MS at application layer or by the network, see 3GPP TS 23.246 [106].

After a successful MBMS context deactivation, the associated TI value shall be released in both the MS and the network.

The MBMS context deactivation procedure makes use of the messaging and signalling of the PDP context deactivation procedure as described in the subclause 6.1.3.9.1.

6.1.3.9.1
MBMS context deactivation initiated by the network

In order to request an MBMS context deactivation, the network sends a DEACTIVATE PDP CONTEXT REQUEST message to the MS, enters the state MBMS-INACTIVE-PENDING and starts timer T3395. The messages contains the transaction identifier (TI) in use for the MBMS context to be deactivated and a cause code that typically indicates one of the following causes:

# 36:
regular deactivation;

# 38:
network failure;

# 47:
multicast group membership time-out.

The MS shall reply with a DEACTIVATE PDP CONTEXT ACCEPT message and enter the state MBMS-INACTIVE. Upon receipt of the DEACTIVATE PDP CONTEXT ACCEPT message, the network shall stop the timer T3395 and enter the state MBMS-INACTIVE.

6.1.3.9.2
Abnormal cases

The following abnormal cases can be identified:
a)
Expiry of timers:


On the first expiry of the timer T3395, the network shall resend the message DEACTIVATE PDP CONTEXT REQUEST and shall reset and restart the timer T3395. This retransmission is repeated, i.e. on the fifth expiry of the timer T3395, the network shall erase the MBMS context related data for that MS.
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Figure 6.11/3GPP TS 24.008: MBMS context deactivation procedure

6.1.3.10
MBMS protocol configuration options

The MS and the GGSN may communicate parameters related to the MBMS bearer by means of the MBMS protocol configuration options information element when activating or deactivating an MBMS context. For example, such parameters can be used to convey information between the MS and the GGSN.

The MBMS protocol configuration options information element is transparent to the SGSN.

11.2.3
Timers of GPRS session management

Table 11.2c/3GPP TS 24.008: GPRS and MBMS session management timers - MS side

	TIMER NUM.
	TIMER VALUE
	STATE 
	CAUSE OF START
	NORMAL STOP
	ON THE
 1st, 2nd, 3rd, 4th EXPIRY

	T3380
	30s
	PDP-
ACTIVE-PEND or MBMS ACTIVE-PENDING
	ACTIVATE PDP CONTEXT REQUEST, ACTIVATE SECONDARY PDP CONTEXT REQUEST or ACTIVATE MBMS CONTEXT REQUEST sent
	ACTIVATE 
PDP CONTEXT ACCEPT, ACTIVATE 
SECONDARY PDP CONTEXT ACCEPT or ACTIVATE MBMS CONTEXT ACCEPT received

ACTIVATE
PDP CONTEXT REJECT, ACTIVATE
SECONDARY PDP CONTEXT REJECT or ACTIVATE MBMS CONTEXT REJECT received
	Retransmission of ACTIVATE PDP
CONTEXT REQ, ACTIVATE SECONDARY PDP CONTEXT REQUEST or ACTIVATE MBMS CONTEXT REQUEST

	T3381 
	8s
	PDP-MODIFY-PENDING
	MODIFY PDP CONTEXT REQUEST sent
	MODIFY PDP CONTEXT ACCEPT received
	Retransmission of MODIFY PDP CONTEXT REQUEST

	T3390
	8s
	PDP-
INACT-PEND or MBMS INACTIVE-PENDING
	DEACTIVATE PDP CONTEXT REQUEST sent
	DEACTIVATE PDP CONTEXT ACC
received
	Retransmission of DEACTIVATE
PDP CONTEXT REQUEST


NOTE:
Typically, the procedures are aborted on the fifth expiry of the relevant timer. Exceptions are described in the corresponding procedure description.

Table 11.2d/3GPP TS 24.008: GPRS session management timers - network side

	TIMER NUM.
	TIMER VALUE
	STATE 
	CAUSE OF START
	NORMAL STOP
	ON THE
 1st, 2nd, 3rd, 4th EXPIRY

	T3385
	8s
	PDP-
ACT-PEND or MBMS ACTIVE-PENDING
	REQUEST PDP CONTEXT ACTIVATION or 
REQUEST MBMS CONTEXT ACTIVATION sent
	ACTIVATE PDP CONTEXT REQ or
ACTIVATE MBMS CONTEXT REQUEST received
	Retransmission of REQUEST PDP CONTEXT ACTIVATION or
REQUEST MBMS CONTEXT ACTIVATION

	T3386
	8s
	PDP-
MOD-PEND
	MODIFY PDP CONTEXT REQUEST sent
	MODIFY PDP CONTEXT ACC received
	Retransmission of MODIFY PDP CONTEXT REQ

	T3395
	8s
	PDP-
INACT-PEND or MBMS INACTIVE-PENDING
	DEACTIVATE PDP CONTEXT REQUEST sent
	DEACTIVATE PDP CONTEXT ACC received
	Retransmission of DEACTIVATE PDP CONTEXT REQ


NOTE:
Typically, the procedures are aborted on the fifth expiry of the relevant timer. Exceptions are described in the corresponding procedure description.

Annex I (informative):
GPRS specific cause values for GPRS Session Management 
I.1
Causes related to nature of request

Cause value = 8 Operator Determined Barring

This cause code is used by the network to indicate that the requested service was rejected by the SGSN due to Operator Determined Barring.

Cause value = 24 MBMS bearer capabilities insufficient for the service


This cause code is used by the network to indicate that an MBMS context activation request was rejected by the network, because the MBMS bearer capabilities are insufficient for the MBMS service.

Cause value = 25 LLC or SNDCP failure (A/Gb mode only)


This cause code is used by the MS indicate that a PDP context is deactivated because of a LLC or SNDCP failure (e.g. if the SM receives a SNSM-STATUS.request message with cause "DM received " or " invalid XID response ", see 3GPP TS 44.065 [78])

Cause value = 26 Insufficient resources


This cause code is used by the MS or by the network to indicate that a PDP context activation request, secondary PDP context activation request, PDP context modification request, or MBMS context activation request cannot be accepted due to insufficient resources. 

Cause value = 27 Unknown or missing access point name


This cause code is used by the network to indicate that the requested service was rejected by the external packet data network because the access point name was not included although required or if the access point name could not be resolved.

Cause value = 28 Unknown PDP address or PDP type


This cause code is used by the network to indicate that the requested service was rejected by the external packet data network because the PDP address or type could not be recognised.

Cause value = 29 User authentication failed


This cause code is used by the network to indicate that the requested service was rejected by the external packet data network due to a failed user authentication.

Cause value = 30 Activation rejected by GGSN


This cause code is used by the network to indicate that the requested service was rejected by the GGSN.

Cause value = 31 Activation rejected, unspecified


This cause code is used by the network to indicate that the requested service was rejected due to unspecified reasons.

Cause value = 32 Service option not supported


This cause code is used by the network when the MS requests a service which is not supported by the PLMN.

Cause value = 33 Requested service option not subscribed


See Annex G, clause 4.

Cause value = 34 Service option temporarily out of order


See Annex G, clause 4. 

Cause value = 35 NSAPI already used


This cause code may be used by a network to indicate that the NSAPI requested by the MS in the PDP context activation request is already used by another active PDP context of this MS.

Never to be sent, but can be received from a R97/R98 network at PDP context activation

Cause value = 36 Regular deactivation


This cause code is used to indicate a regular MS or network initiated PDP context deactivation or a regular network initiated MBMS context deactivation.

Cause value = 37 QoS not accepted


This cause code is used by the MS if the new QoS cannot be accepted that were indicated by the network in the PDP Context Modification procedure.

Cause value = 38 Network failure


This cause code is used by the network to indicate that the PDP context deactivation or the MBMS context deactivation is caused by an error situation in the network. 

Cause value = 39 Reactivation requested


This cause code is used by the network to request a PDP context reactivation after a GGSN restart.

Cause value = 40 Feature not supported


This cause code is used by the MS to indicate that the PDP context activation or the MBMS context activation initiated by the network is not supported by the MS.

Cause value = 41 semantic error in the TFT operation.


This cause code is used by the network to indicate that the there is a semantic error in the TFT operation included in a secondary PDP context activation request or an MS-initiated PDP context modification.

Cause value = 42 syntactical error in the TFT operation.


This cause code is used by the network to indicate that there is a syntactical error in the TFT operation included in a secondary PDP context activation request or an MS-initiated PDP context modification.

Cause value = 43 unknown PDP context


This cause code is used by the network to indicate that the PDP context identified by the Linked TI IE the secondary PDP context activation request is not active. 

Cause value = 44 semantic errors in packet filter(s)


This cause code is used by the network to indicate that there is one or more semantic errors in packet filter(s) of the TFT included in a secondary PDP context activation request or an MS-initiated PDP context modification.

Cause value = 45 syntactical error in packet filter(s)


This cause code is used by the network to indicate that there is one or more syntactical errors in packet filter(s) of the TFT included in a secondary PDP context activation request or an MS-initiated PDP context modification.

Cause value = 46 PDP context without TFT already activated


This cause code is used by the network to indicate that the network has already activated a PDP context without TFT.

Cause value = 47 Multicast group membership time-out


This cause code is used by the network to indicate that the MBMS context is deactivated because the timer supervising the IGMP group membership interval (see RFC 3376 [107], subclause 8.4) or the MLD multicast listener interval (see RFC 2710 [108], subclause 7.4) expired.

Cause value = 112 APN restriction value incompatible with active PDP context.


This cause code is used by the network to indicate that a requested primary PDP context or an MBMS context has an APN restriction value that is not allowed in combination with a currently active PDP context. Restriction values are defined in 3GPP TS 23.060 [74], subclause 15.4.

I.2
Causes related to invalid messages

Cause value = 81 Invalid transaction identifier value.


See annex H, subclause H.5.1.

Cause value = 95 Semantically incorrect message.


See annex H, subclause H.5.5.

Cause value = 96 Invalid mandatory information.


See annex H, subclause H.6.1.

Cause value = 97 Message type non-existent or not implemented.


See annex H, subclause H.6.2.

Cause value = 98 Message not compatible with protocol state.


See annex H, subclause H.6.3.

Cause value = 99 Information element non-existent or not implemented.


See annex H, subclause H.6.4.

Cause value = 100 Conditional IE error.


See annex H, subclause H.6.5.

Cause value = 101 Message not compatible with protocol state.


See annex H, subclause H.6.6.

Cause value = 111 Protocol error, unspecified.


See annex H, subclause H.6.8.
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