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6.1.3.2
Secondary PDP Context Activation Procedure

The purpose of this procedure is to establish an additional PDP context between the MS and the network for a specific Traffic Flow Template (TFT) and QoS profile on a specific NSAPI, when one or more PDP contexts has/have already been established for the particular PDP address. The MS shall include a request for a TFT if a PDP context without a TFT is presently active, for the particular PDP address.

6.1.3.2.1
Successful Secondary PDP Context Activation Procedure Initiated by the MS

In order to request a PDP context activation with the same PDP address and APN as an already active PDP context, the MS shall send an ACTIVATE SECONDARY PDP CONTEXT REQUEST message to the network, enter the state PDP-ACTIVE-PENDING and start timer T3380.  The message shall contain the selected NSAPI. The MS shall ensure that the selected NSAPI is not currently being used by another Session Management entity in the MS. The message shall also include a QoS profile, a requested LLC SAPI and the Linked TI. The QoS profile is the requested QoS. If present, the TFT shall be sent transparently through the SGSN to the GGSN to enable packet classification and policing for downlink data transfer.  

Upon receipt of an ACTIVATE SECONDARY PDP CONTEXT REQUEST, the network shall validate the message by verifying the TI given in the Linked TI IE to be any of the active PDP context(s). The same GGSN address shall be used by the SGSN as for the already established PDP context(s) for that PDP address. The network shall select a radio priority level based on the QoS negotiated and shall reply with an ACTIVATE SECONDARY PDP CONTEXT ACCEPT message, if the request can be accepted. 

Upon receipt of the message ACTIVATE SECONDARY PDP CONTEXT ACCEPT, the MS shall stop timer T3380 and enter the state PDP-ACTIVE. If the offered QoS parameters received from the network differ from the QoS requested by the MS, the MS shall either accept the negotiated QoS or initiate the PDP context deactivation procedure. 

In GSM the MS shall initiate establishment of the logical link for the LLC SAPI indicated by the network with the offered QoS and selected radio priority level if no logical link has been already established for that SAPI. If the LLC SAPI indicated by the network can not be supported by the MS, the MS shall initiate the PDP context deactivation procedure.

In UMTS, both SGSN and MS shall store the LLC SAPI and the radio priority in the PDP context. If a UMTS to GSM Routing Area Update is performed, the new SGSN shall initiate establishment of the logical link using the negotiated LLC SAPI, the negotiated QoS profile and selected radio priority level stored in the PDP context  as in a GSM to GSM Routing Area Update.

An MS, which is capable of operating in both GSM and UMTS, shall use a valid LLC SAPI, while an MS which is capable of operating only in UMTS shall indicate the LLC SAPI value as "LLC SAPI not assigned" in order to avoid unnecessary value range checking and any other possible confusion in the network. When the MS uses a valid LLC SAPI, the network shall return a valid LLC SAPI. However, in this version of the protocol, if the network does not support handover to GSM, it may return the "LLC SAPI not assigned" value.

NOTE:
The radio priority level and the LLC SAPI parameters, though not used in UMTS, shall be included in the messages, in order to support handover between UMTS and GSM networks.

6.1.3.2.2
Unsuccessful Secondary PDP Context Activation Procedure initiated by the MS

Upon receipt of an ACTIVATE SECONDARY PDP CONTEXT REQUEST message, the network may reject the MS initiated PDP context activation by sending an ACTIVATE SECONDARY PDP CONTEXT REJECT message to the MS. The message shall contain a cause code that typically indicates one of the following:

# 26:
insufficient resources;

# 30:
activation rejected by GGSN;

# 31:
activation rejected, unspecified;

# 32:
service option not supported;

# 33:
requested service option not subscribed;

# 34:
service option temporarily out of order;

# 41:
semantic error in the TFT operation;

# 42:
syntactical error in the TFT operation;

# 43:
unknown PDP context;

# 44:
semantic errors in packet filter(s);

# 45:
syntactical errors in packet filter(s);

# 46:
PDP context without TFT already activated;

# 95 - 111:
protocol errors.

Upon receipt of an ACTIVATE SECONDARY PDP CONTEXT REJECT message, the MS shall stop timer T3380 and enter the state PDP-INACTIVE.

6.1.3.2.3
Abnormal cases

The following abnormal cases can be identified:

a)
Expiry of timers


On the first expiry of the timer T3380, the MS shall resent the ACTIVATE SECONDARY PDP CONTEXT REQUEST and shall reset and restart timer T3380. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3380, the MS shall release all resources possibly allocated for this invocation and shall abort the procedure; no automatic PDP context activation re-attempt shall be performed. 

b)
MS initiated secondary PDP context activation procedure for an already activated PDP context (On the network side) 


If the NSAPI matches that of an already activated PDP context, the network shall deactivate the existing PDP context locally without notification to the MS and proceed with the requested PDP context activation. The case of a TI match is described in sub-clause 8.3.2. [Format changed to B1]

c)
no PDP context with linked TI activated

The network shall then check whether there is an activated PDP context for the TI given in the Linked TI IE in the ACTIVATE SECONDARY PDP CONTEXT REQUEST message. If there is no active PDP context for the specified TI, the network shall reply with an ACTIVATE SECONDARY PDP CONTEXT REJECT message, cause code indicating "unknown PDP context". 
If there exists a PDP context for the TI given in the Linked TI IE, then the TFT in the request message is checked for different types of TFT IE errors as follows: [Format changed to Normal]
a) Semantic errors in TFT operations:

1)
When the TFT operation is an operation other than "Create a new TFT".[Format changed to B2]
 
The network shall reject the activation request with cause "semantic error in the TFT operation".[Format changed to B1]
b) Syntactical errors in TFT operations:

1)
When the TFT operation = "Create a new TFT" and the packet filter list in the TFT IE is empty.

2)
When there are other types of syntactical errors in the coding of the TFT IE, such as a mismatch between the number of packet filters subfield, and the number of packet filters in the packet filter list.

 
The network shall reject the activation request with cause "syntactical error in the TFT operation".[Format changed to B1]
c) Semantic errors in packet filters:

1)
When a packet filter consists of conflicting packet filter components which would render the packet filter ineffective, i.e., no IP packet will ever fit this packet filter. How the network determines a semantic error in a packet filter is outside the scope of the present document.

 
The network shall reject the activation request with cause "semantic errors in packet filter(s)". [Format changed to B1]
d) Syntactical errors in packet filters:

1)
When the TFT operation = "Create a new TFT" and two or more packet filters in the resultant TFT would have identical packet filter identifiers.

2)
When the TFT operation = "Create a new TFT" and two or more packet filters in all TFTs associated with this PDP address would have identical packet filter precedence values.

3)
When there are other types of syntactical errors in the coding of packet filters, such as the use of a reserved value for a packet filter component identifier.


In case 2) the network shall delete the existing packet filters which have identical filter precedence values and accept the new received ones. The network may deactivate the PDP context(s) for which it has deleted the packet filters.
 
Otherwise the network shall reject the activation request with cause "syntactical errors in packet filter(s)". [Format changed to B1]
Otherwise, the network shall accept the activation request by replying to the MS with an ACTIVATE SECONDARY PDP CONTEXT ACCEPT message.
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Figure 6.5/3GPP TS 24.008: MS initiated secondary PDP context activation procedure

6.1.3.3
PDP context modification procedure

The PDP context modification procedure is invoked by the network or by the MS, in order to change the QoS negotiated, the Radio priority level, or the TFT, negotiated during the PDP context activation procedure, the secondary PDP context activation procedure or at previously performed PDP context modification procedures. The MS may also create and delete a TFT in an active PDP context. The procedure can be initiated by the network or the MS at any time when a PDP context is active.

The PDP context modification procedure may also be invoked by the MS, in order to upgrade the maximum bit rate and to trigger the re-establishment of the radio access bearer for an activated PDP context which is preserved in the MS with maximum bit rate values of 0kbit/s for both uplink and downlink (see 3GPP TS 23.060 [74]). If

-
the PDP Context Modification request is accepted by the network but the radio access bearer is not established; or

-
the PDP Context Modification request is rejected with cause "insufficient resources" (see subclause 6.1.3.3.3)

then the MS is not required to start a new PDP Context Modification procedure or to start a Service Request procedure in order to trigger the re-establishment of the radio access bearer.

The network requested PDP context modification procedure may also be used to update the PDP address when external PDN address allocation is performed, in which case the MS receives the PDP address in the MODIFY PDP CONTEXT REQUEST (Network to MS direction) message.

NOTE:
The procedure may be initiated by the network due to an inter-SGSN Routing Area Updating when a PDP context is active. 

6.1.3.3.1
Network initiated PDP Context Modification

In order to initiate the procedure, the network sends the MODIFY PDP CONTEXT REQUEST message to the MS and starts timer T3386. The message shall contain the new QoS and the radio priority level and LLC SAPI that shall be used by the MS  in GSM at the lower layers for the transmission of data related to the PDP context.

Upon receipt of this message the MS shall reply with the MODIFY PDP CONTEXT ACCEPT message, if the MS accepts the new QoS and the indicated LLC SAPI.

If the MS does not accept the new QoS or the indicated LLC SAPI, the MS shall initiate the PDP context deactivation procedure for the PDP context - the reject cause IE value of the DEACTIVATE PDP CONTEXT REQUEST message shall indicate "QoS not accepted".

The network shall upon receipt of the MODIFY PDP CONTEXT ACCEPT message stop timer T3386.

In GSM, the network shall establish, reconfigure or continue using the logical link with the new QoS for the LLC SAPI indicated in the MODIFY PDP CONTEXT REQUEST message.

In UMTS, the network shall establish, reconfigure or continue using the Radio Access Bearer with the new QoS  indicated in the MODIFY PDP CONTEXT REQUEST message.

6.1.3.3.2
MS initiated PDP Context Modification accepted by the network

In order to initiate the procedure, the MS sends the MODIFY PDP CONTEXT REQUEST message to the network, enters the state PDP-MODIFY-PENDING and starts timer T3381. The message may contain the requested new QoS and/or the TFT and the requested LLC SAPI (used in GSM).

Upon receipt of the MODIFY PDP CONTEXT REQUEST message, the network may reply with the MODIFY PDP CONTEXT ACCEPT message in order to accept the context modification. The reply message may contain the negotiated QoS and the radio priority level based on the new QoS profile and the negotiated LLC SAPI, that shall be used in GSM by the logical link.

Upon receipt of the MODIFY PDP CONTEXT ACCEPT message, the MS shall stop the timer T3381. If the offered QoS parameters received from the network differs from the QoS requested by the MS, the MS shall either accept the negotiated QoS or initiate the PDP context deactivation procedure.

NOTE:
When modification of QoS was requested by the MS, if the network does not accept the MS request, being unable to provide the requested QoS, it should maintain the QoS negotiated as previously negotiated or propose a new QoS. Therefore, the network would not reject the MS initiated PDP context modification request due to the unavailability of the required QoS.

6.1.3.3.3
MS initiated PDP Context Modification not accepted by the network

Upon receipt of a MODIFY PDP CONTEXT REQUEST message, the network may reject the MS initiated PDP context modification request by sending a MODIFY PDP CONTEXT REJECT message to the MS. The message shall contain a cause code that typically indicates one of the following:

# 26:
insufficient resources;

# 32:
Service option not supported;
# 41:
semantic error in the TFT operation;

# 42:
syntactical error in the TFT operation;

# 44:
semantic errors in packet filter(s);

# 45:
syntactical errors in packet filter(s);

# 95 - 111:
protocol errors.

If upon the reception of a MODIFY PDP CONTEXT REQUEST message the network fails to re-establish the radio access bearer for a PDP context whose maximum bit rate in uplink and downlink is set to 0kbit/s, the network shall reply with MODIFY PDP CONTEXT REJECT with cause "insufficient resources".

The TFT in the request message is checked for different types of TFT IE errors as follows:

a)
Semantic errors in TFT operations:

1)
TFT operation = "Create a new TFT" when there is already an existing TFT for the PDP context.

2)
When the TFT operation is an operation other than "Create a new TFT" and there is no TFT for the PDP context.

3)
TFT operation = "Delete existing TFT" when there is already another PDP context without a TFT.

4)
TFT operation = "Delete packet filters from existing TFT" when it would render the TFT empty.

 
In case 1) the network shall delete the existing TFT and replace it with the new received one.
 
In case 2) the network shall :

· accept the TFT operations "Delete existing TFT" and "Delete packet filters from existing TFT"; 
· accept the TFT operations "Add packet filters in existing TFT" and TFT operations "Replace packet filters in existing TFT" by creating a TFT including the packet filters received.
 
In case 3) the network shall deactivate the old PDP context without a TFT and subsequently delete the TFT for the requested PDP context.

 
In case 4) the network shall delete the TFT for the requested PDP context. If there is already another PDP context without a TFT, it shall deactivate the old PDP context without a TFT.

b)
Syntactical errors in TFT operations:

1)
When the TFT operation is an operation other than "Delete existing TFT" and the packet filter list in the TFT IE is empty.

2)
TFT operation = "Delete existing TFT" with a non-empty packet filter list in the TFT IE.

3)
TFT operation = "Replace packet filters in existing TFT" when a to be replaced packet filter does not exist in the original TFT.

4)
TFT operation = "Delete packet filters from existing TFT" when a to be deleted packet filter does not exist in the original TFT.

5)
TFT operation = "Delete packet filters from existing TFT" with a packet filter list also including packet filters in addition to the packet filter identifiers.

6)
When there are other types of syntactical errors in the coding of the TFT IE, such as a mismatch between the number of packet filters subfield, and the number of packet filters in the packet filter list.

 
In case 3) the network shall accept the TFT operation by including the packet filters received to the existing TFT.

 
In case 4) the network shall accept the TFT operation.
 
Otherwise the network shall reject the modification request with cause "syntactical error in the TFT operation".[Format changed to B1]
c)
Semantic errors in packet filters:


When a packet filter consists of conflicting packet filter components which would render the packet filter ineffective, i.e., no IP packet will ever fit this packet filter. How the network determines a semantic error in a packet filter is outside the scope of the present document.

 
The network shall reject the modification request with cause "semantic errors in packet filter(s)". [Format changed to B1]
d)
Syntactical errors in packet filters:

1)
When the TFT operation = "Create a new TFT" or "Add packet filters to existing TFT" and two or more packet filters in the resultant TFT would have identical packet filter identifiers.

2)
When the TFT operation = "Create a new TFT" or "Add packet filters to existing TFT" or "Replace packet filters in existing TFT" and two or more packet filters in all TFTs associated with this PDP address would have identical packet filter precedence values.

 3)
When there are other types of syntactical errors in the coding of packet filters, such as the use of a reserved value for a packet filter component identifier.


In case 1) the network shall delete the existing packet filters and replace them with the new received ones. 


In case 2) the network shall delete the existing packet filters which have identical filter precedence values and accept the new received ones. The network may deactivate the PDP context(s) for which it has deleted the packet filters.
 
Otherwise the network shall reject the modification request with cause "syntactical errors in packet filter(s)". [Format changed to B1]
Upon receipt of a MODIFY PDP CONTEXT REJECT message, the MS shall stop timer T3381 and enter the state PDP-ACTIVE.

6.1.3.3.4
Abnormal cases

a)
Expiry of timers 


On the network side:


On the first expiry of timer T3386, the network shall resend the MODIFY PDP CONTEXT REQUEST message reset and restart timer T3386. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3386, the network may continue to use the previously negotiated QoS or it may initiate the PDP context deactivation procedure.


In the MS:


On the first expiry of timer T3381, the MS shall resend the MODIFY PDP CONTEXT REQUEST message reset and restart timer T3381. This retransmission is repeated four times, i.e. on the fifth expiry of timer T3381, the MS may continue to use the previously negotiated QoS or it may initiate the PDP context deactivation procedure.

b)
Collision of MS and Network initiated PDP Context Modification Procedures


A collision of a MS and network initiated PDP context modification procedures is identified by the MS if a MODIFY PDP CONTEXT REQUEST message is received from the network after the MS has sent a MODIFY PDP CONTEXT REQUEST message itself, and both messages contain the same TI and the MS has not yet received a MODIFY PDP CONTEXT ACCEPT message from the network.


A collision is detected by the network in case a MODIFY PDP CONTEXT REQUEST message is received from the MS with the same TI as the MODIFY PDP CONTEXT REQUEST message sent to the MS.


In the case of such a collision, the network initiated PDP context modification shall take precedence over the MS initiated PDP context modification. The MS shall terminate internally the MS initiated PDP context modification procedure, enter the state PDP-Active and proceed with the network initiated PDP context modification procedure by sending a MODIFY PDP CONTEXT ACCEPT message. The network shall ignore the MODIFY PDP CONTEXT REQUEST message received in the state PDP-MODIFY-PENDING. The network shall proceed with the network initiated PDP context modification procedure as if no MODIFY PDP CONTEXT REQUEST message was received from the MS.
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Figure 6.6/3GPP TS 24.008: Network initiated PDP context modification procedure
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Figure 6.7/3GPP TS 24.008: MS initiated PDP context modification procedure

8.3.2
Session Management

The mobile station and network shall ignore a session management message with TI EXT bit = 0. Otherwise, the following procedures shall apply: 

a)
Whenever any session management message except ACTIVATE PDP CONTEXT REQUEST, ACTIVATE SECONDARY PDP CONTEXT REQUEST, or SM-STATUS is received by the network specifying a transaction identifier which is not recognized as relating to an active context or to a context that is in the process of activation or deactivation, the network shall send a SM-STATUS message with cause #81 "invalid transaction identifier value" using the received transaction identifier value including the extension octet and remain in the PDP-INACTIVE state.

b)
Whenever any session management message except REQUEST PDP CONTEXT ACTIVATION or SM-STATUS is received by the MS specifying a transaction identifier which is not recognized as relating to an active context or to a context that is in the process of activation or deactivation, the MS shall send a SM-STATUS message with cause #81 "invalid transaction identifier value" using the received transaction identifier value including the extension octet and remain in the PDP-INACTIVE state.

c)
When REQUEST PDP CONTEXT ACTIVATION message is received with a transaction identifier flag set to "1", this message shall be ignored. 

d)
When an ACTIVATE PDP CONTEXT REQUEST message is received specifying a transaction identifier which is not recognized as relating to a context that is in the process of activation, and with a transaction identifier flag set to "1", this message shall be ignored. 

e)
Whenever an ACTIVATE PDP CONTEXT REQUEST or ACTIVATE SECONDARY PDP CONTEXT REQUEST message is received by the network specifying a transaction identifier relating to a  PDP context not in state PDP-INACTIVE, the network shall deactivate the old PDP context relating to the received transaction identifier without notifying the MS. Furthermore, the network shall continue with the activation procedure of a new PDP context as indicated in the received message.

f)
Whenever a REQUEST PDP CONTEXT ACTIVATION message is received by the MS specifying a transaction identifier relating to a PDP context not in state PDP-INACTIVE, the MS shall locally deactivate the old PDP context relating to the received transaction identifier. Furthermore, the MS shall continue with the activation procedure of a new PDP context as indicated in the received message.

10.5.6.12
Traffic Flow Template 

The purpose of the traffic flow template information element is to specify the TFT parameters and operations for a PDP context. 

The traffic flow template is a type 4 information element with a minimum length of 3 octets.  The maximum length for the IE is 257 octets.
NOTE 1:
The IE length restriction is due to the maximum length that can be encoded in a single length octet.

NOTE 2:
A maximum size IPv4 packet filter can be 32 bytes. Therefore, 7 maximum size IPv4 type packet filters, plus the last packet filter which can contain max 30 octets can fit into one TFT, i.e. if needed not all packet filter components can be defined into one message. A maximum size Ipv6 packet filter can be 60 bytes. Therefore, only 4 maximum size IPv6 packet filters can fit into one TFT. However, using "Add packet filters to existing TFT", it's possible to create a TFT including 8 maximum size Ipv4 or IPv6 filters.  

The traffic flow template information element is coded as shown in Figure 10.5.144/3GPP TS 24.008 and Table 10.5.162/3GPP TS 24.008.

	
	8
7
6
5
4
3
2
1
	

	
	Traffic flow template IEI
	Octet 1

	
	Length of traffic flow template IE
	Octet 2

	
	TFT operation code
	Spare 0
	Number of packet filters
	Octet 3

	
	Packet filter list 


	Octet 4

Octet z


Figure 10.5.144/3GPP TS 24.008: Traffic flow template information element

	
	8
7
6
5
4
3
2
1
	

	
	Packet filter identifier 1
	Octet 4

	
	Packet filter identifier 2
	Octet 5

	
	…
	

	
	Packet filter identifier N
	Octet N+3


Figure 10.5.144a/3GPP TS 24.008: Packet filter list when the TFT operation is "delete packet filters from existing TFT" (z=N+3)

	
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	Packet filter identifier 1
	Octet 4

	
	Packet filter evaluation precedence 1
	Octet 5

	
	Length of Packet filter contents 1
	Octet 6

	
	Packet filter contents 1
	Octet 7

Octet m

	
	Packet filter identifier 2
	Octet m+1

	
	Packet filter evaluation precedence 2
	Octet m+2

	
	Length of Packet filter contents 2
	Octet m+3

	
	Packet filter contents 2
	Octet m+4

Octet n

	
	…
	Octet n+1

Octet y

	
	Packet filter identifier N
	Octet y+1

	
	Packet filter evaluation precedence N
	Octet y+2

	
	Length of Packet filter contents N
	Octet y+3

	
	Packet filter contents N
	Octet y+4

Octet z


Figure 10.5.144b/3GPP TS 24.008: Packet filter list when the TFT operation is "create new TFT", or "add packet filters to existing TFT" or "replace packet filters in existing TFT"

Table 10.5.162/3GPP TS 24.008: Traffic flow template information element

	
TFT operation code (octet 3)
Bits
8 7 6

0 0 0 Spare
0 0 1 Create new TFT

0 1 0 Delete existing TFT

0 1 1 Add packet filters to existing TFT

1 0 0 Replace packet filters in existing TFT

1 0 1 Delete packet filters from existing TFT 
1 1 0 Reserved

1 1 1 Reserved


Number of packet filters (octet 3)

The number of packet filters contains the binary coding for the number of packet filters in the packet filter list. The number of packet filters field is encoded in bits 4 through 1 of octet 3 where bit 4 is the most significant and bit 1 is the least significant bit. For the "delete existing TFT" operation, the number of packet filters shall be coded as 0. For all other operations, the number of packet filters shall be greater than 0 and less than or equal to 8. 

Packet filter list (octets 4 to z)

The packet filter list contains a variable number of packet filters. For the "delete existing TFT" operation, the packet filter list shall be empty.

For the "delete packet filters from existing TFT" operation, the packet filter list shall contain a variable number of packet filter identifiers. This number shall be derived from the coding of the number of packet filters field in octet 3.

For the "create new TFT", "add packet filters to existing TFT" and "replace packet filters in existing TFT" operations, the packet filter list shall contain a variable number of packet filters. This number shall be derived from the coding of the number of packet filters field in octet 3.

Each packet filter is of variable length and consists of 

-
a packet filter identifier (1 octet); 
-
a packet filter evaluation precedence (1 octet);

- 
the length of the packet filter contents (1 octet); and
-
the packet filter contents itself (v octets).

The packet filter identifier field is used to identify each packet filter in a TFT. Since the maximum number of packet filters in a TFT is 8, only the least significant 3 bits are used. Bits 8 through 4 are spare bits.

The packet filter evaluation precedence field is used to specify the precedence for the packet filter among all packet filters in all TFTs associated with this PDP address. Higher the value of the packet filter evaluation precedence field, lower the precedence of that packet filter is. The first bit in transmission order is the most significant bit.

The length of the packet filter contents field contains the binary coded representation of the length of the packet filter contents field of a packet filter. The first bit in transmission order is the most significant bit.


Table 10.5.162/3GPP TS 24.008 (continued): Traffic flow template information element

	The packet filter contents field is of variable size and contains a variable number (at least one) of packet filter components. Each packet filter component shall be encoded as a sequence of a one octet packet filter component type identifier and a fixed length packet filter component value field. The packet filter component type identifier shall be transmitted first.

In each packet filter, there shall not be more than one occurrence of each packet filter component type. Among the "IPv4 source address type" and "IPv6 source address type" packet filter components, only one shall be present in one packet filter. Among the "single destination port type" and "destination port range type" packet filter components, only one shall be present in one packet filter. Among the "single source port type" and "source port range type" packet filter components, only one shall be present in one packet filter.

Packet filter component type identifier
Bits
8 7 6 5 4 3 2 1 

0 0 0 1 0 0 0 0
IPv4 source address type
0 0 1 0 0 0 0 0
IPv6 source address type

0 0 1 1 0 0 0 0
Protocol identifier/Next header type

0 1 0 0 0 0 0 0
Single destination port type

0 1 0 0 0 0 0 1
Destination port range type

0 1 0 1 0 0 0 0
Single source port type 

0 1 0 1 0 0 0 1
Source port range type

0 1 1 0 0 0 0 0
Security parameter index type

0 1 1 1 0 0 0 0
Type of service/Traffic class type

1 0 0 0 0 0 0 0
Flow label type

All other values are reserved.

For "IPv4 source address type", the packet filter component value field shall be encoded as a sequence of a four octet IPv4 address field and a four octet IPv4 address mask field. The IPv4 address field shall be transmitted first.

For "IPv6 source address type", the packet filter component value field shall be encoded as a sequence of a sixteen octet IPv6 address field and a sixteen octet IPv6 address mask field. The IPv6 address field shall be transmitted first.

For "Protocol identifier/Next header type", the packet filter component value field shall be encoded as one octet which specifies the IPv4 protocol identifier or IPv6 next header.

For "Single destination port type" and "Single source port type", the packet filter component value field shall be encoded as two octet which specifies a port number.

For "Destination port range type" and "Source port range type", the packet filter component value field shall be encoded as a sequence of a two octet port range low limit field and a two octet port range high limit field. The port range low limit field shall be transmitted first.

For "Security parameter index", the packet filter component value field shall be encoded as four octet which specifies the IPSec security parameter index.

For "Type of service/Traffic class type", the packet filter component value field shall be encoded as a sequence of a one octet Type-of-Service/Traffic Class field and a one octet Type-of-Service/Traffic Class mask field. The Type-of-Service/Traffic Class field shall be transmitted first.

For "Flow label type", the packet filter component value field shall be encoded as three octet which specifies the IPv6 flow label. The bits 8 through 5 of the first octet shall be spare whereas the remaining 20 bits shall contain the IPv6 flow label.
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