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1. Introduction
This contribution provides a slight update to thea merge between the S4-250112. Rev2 and S4-250328.Rev2 conclusions in TR 26.927 for discussion.

2. Discussion
The group should discuss and agree on a way forward for the conclusion, which is relevant to the timeline of future work and studies for AI in SA4.

3. Proposal
It is proposed to agree the following changes to 3GPP TR 26.927 v0.10.0the latest version of the functional PD.

* * * First Change * * * 
[bookmark: _Toc183161030]8	Conclusion
AI/ML in media services involve the use of AI/ML models to perform media processing, typically with video or audio media as the input into an AI/ML model, giving resulting in an output which may be a version of processed video or audio media (e.g. picture enhancement, audio translation),  (or even a different media type), or a specific description of the input media itself, (such ase.g. labelling in object recognition) or a completely new media (e.g. sign/text translation to speech or video). In order to support such AI/ML based media processing, three scenarios have been documented: 
· UE devices may support on device AI inferencing, but depending on UE AI capabilities, 
· support for AI inferencing in the network may also be required for use cases where on device AI inferencing may be difficult or infeasible.
· Split AI inferencing between the UE and the network. 
In this study, the broad findings for AI/ML model transfer in TR 22.874 [aa] have been further analysed with specific focus on media-based AI/ML use cases and scenarios., Iin particular considering this document describes how AI/ML models and data may be distributed over the 5G system, and documents the feasibility and implications of splitting AI/ML operations between different AI/ML endpoints (noticeably the UE and the network), and the compression of AI/ML model data and intermediate data. Due to the broad range of applications for AI/ML based media processing, as well as the wide diversity of different AI/ML models available for each same application, feasibly evaluations for a given set of scenarios are also includeddocumented in TR 26.847 [xx] as part of this study. 
Based on the core use cases, basic functional architectures are presented for basic AI/ML model distribution, split AI/ML operation and distributed/federated learning., with the introduction of the Ddifferent AI user plane data components have been identified and documentedinvolved (noticeably AI model data, intermediate data, inference input and output data), and the definition of a set of logical AI functions have been defined..
The identified logical AI functions are further mapped to the 5G system, addressing the underlying 5GMS/RTC and IMS DC architectures. The mapping of such AI media use cases to the different architectures and their relevant procedures describe the provisioning, capability discovery/negotiation and delivery session support for the delivery of AI data components and the use of required AI media functions at different endpoints according to the service configuration negotiated. Architecture variants for three different collaboration scenarios are also introduced, each with a different level of MNO network support for AI/ML functions. 
Based on the details in the report, the following next steps areis identified:
[Normative in release-20]:	Comment by Stephane Onno [2]: Suggest release 20 
1. For collaboration scenario 3 IMS services:
-	Recommend stage 3 normative work on the support of AI/ML model distribution and operation in IMS.	Comment by Thomas Stockhammer (25/02/18): Again it says identify. So was it evaluated and concluded that this is the case and was there an analysis why. I am not involved in details but a summary on the value of this needs to be provided,
-	Extend TS 26.114 and TS 26.264 specifications to support AI/ML data delivery over IMS and AI/ML media processing in IMS services, as identified in clauses 5.4 and 5.5 respectively.
-	Specify support for AI/ML data signalling and negotiation, including support for split inferencing based on the split configurations and model compositions as described in clause 5.1.1.
-	Select interoperable formats for AI model data and intermediate data as described in clauses 6.2 and 6.3.
· Specify the mechanism to address the necessary and different interoperable compression profiles to enable the configuration, delivery and processing of AI data. NOTE: details of this bullet point needs further discussion before moving from the PD to the TR.	Comment by Eric Yip_3: Discussion on this bullet still needed	Comment by Stephane Onno [2]: In my opinion, we need to be able to address the different use cases described and evaluated in the TRs (for example, vision). Some use-cases may need to define those interoparable compression mechansim
[Beyond release-19]:
Possible work in the short-term:
2. -	For collaboration scenarios 1 (Over The topOTT) and 2 (Hosting):
[bookmark: _Hlk190815395][bookmark: _Hlk190815417][-	[Continued study]Further study, identify and -, dDdocument the traffic characteristics of the identified AI/ML media data components (as defined in clause 5.3.1 and detailed in clause 6) for the relevant use cases, as introduced in TR 26.847.. 	Comment by Thomas Stockhammer (25/02/18): I expect this would be added to TR 26.925? But where can I find numbers on bitrates and so on? There should be a reference to the clause where this information is available.	Comment by Eric Yip_3: Will by further study leading from the work we are doing on evaluations in TR 26.847.
-	[Continued study]Further study and iIdentify any potential needs for new QoS identifiers and/or QoS procedures to support the delivery of the  same identified AI/ML data components based on the architectures in TS 26.501, TS 26.506, and TS 26.114 for 5GMS, RTC, and IMS respectively.	Comment by Thomas Stockhammer (25/02/18): Do we have any more detailed analysis on what these QoS identifiers would be. It seems also that this would be work in SA2 to most extent. It also unclear how the normative work could be started if the issue is to identify the potential need. Is there need?	Comment by Eric Yip_3: Will be further study based on our evaluations.
and potentially extend the relevant procedures to support the delivery of AI data components based on the architectures in TS 26.501 and TS 26.506 for 5GMS and RTC respectively
3. -	For collaboration scenario 3 (MNOnon-IMS-operated services):
-	[Further identify/extend/key issues]Further study and investigate stage 2 aspects for the architectures in TS 26.501 (5GMS) and TS 26.506 (RTC), identifying potential key issues  related to the: relevant procedures for the architectures in TS 26.501 (5GMS) and TS 26.506 (RTC) to:
1)	The support of AI model distribution and operation, based on details in clause 5.3.6.	Comment by Thomas Stockhammer (25/02/18): Why would the AI model distribution be announced in the Service Announcement? It would be included in the Media Manifest and run over M4. It is unclear why the AF and Session Handler be involved. If at all, you may use some Content Preparation templates to instruct the AS to do some AI processing. The problem is that the TR does not discuss different potential solutions for a problem statement and hence there seems to be the idea that what is document as an option is an appropriate solution. But it is not. This would break all of the 5GMS designs.	Comment by Eric Yip_3: For further study as key issues
2)	The support of split AI inferencing between the UE and the network, based on details in clause 5.3.5.	Comment by Thomas Stockhammer (25/02/18): Same applies here. The idea to use the control plane for split negotiation is wrong. The control plane is not doing this. This is all user plane.	Comment by Eric Yip_3: For further study as key issues
3)	 The Ssupport of distributed/federated learning, in particular aspects related to SA2 defined features,  (such as Member UE Selection Assistance and Planned Data Transfer with QoS), as identified in clause 5.3.7.	Comment by Thomas Stockhammer (25/02/18): Again this disregards the user plane for doing this. It makes no sense that you move this to the session handling. Rel-19 AMD did lots of work on being clearer that the Media Entry point can not only be a DASH/HLS manifest, but can include other components. It may be that someone can build on this and access more static information, for example as we do a license acquisition for DRM (we also discussed if this would control plane and completely dismissed this in TR 26.804). But not on session handling.	Comment by Eric Yip_3: For further study as key issues
4. Other possible work:
· 	Comment by Eric Yip_3: Discussion on this bullet still needed
· Evaluate state-of-the-art AI models and their impacts on the requirements of existing use cases and scenarios defined in this document and in TR 26.847 [xx]
· Evaluate any new use cases and scenarios relevant to collaboration scenario 3


, 	Comment by Eric Yip_3: Deleted as not relevant to all numbered bullet points. See under each numbered bullet point.
Document and potentially extend the relevant procedures to support the configuration and operation of 
Esplit AI inferencing between the UE and the network, considering UE on-device AI capability, according to the feasible use cases and scenarios identified, based on the architectures in TS 26.501/TS 26.506 and TS 23.228 for 5GMS/RTC and IMS DC respectively	Comment by Thomas Stockhammer (25/02/18): Same applies here. The idea to use the control plane for split negotiation is wrong. The control plane is not doing this. This is all user plane.

[Ed Note: to be refined
-	Whenever possible, specify one or more 3GPP interoperable formats for the delivery of AI user plane data.components associated with the relevant AI media services	Comment by Thomas Stockhammer (25/02/18): I am sorry, but this is way too vague, There should be a very exact instruction what data to specify and where. Will we do a new spec for AI/ML data formats? Something like TS 26.117 for audio or now for TS 26.265 for video?	Comment by Eric Yip_3: Moved under bullet point 1 for IMS. No new spec.
-	Investigate and identify the need to extend existing APIs at referencing points to support the delivery of AI data components
-	Further identify the necessary interoperable metadata to enable the configuration, delivery and processing of AI data components by different endpoints, namely between the UE and the network, based on the initial findings in this document	Comment by Thomas Stockhammer (25/02/18): Same question as above.
-	Further investigate mechanisms to deliver the required metadata according to the associated architectures.	Comment by Thomas Stockhammer (25/02/18): This would then be a protocol spec for 26.512 and TS 26.113? Much clearer instructions are needed. Will this be CMAF profiles, RTP, SDP, new manifests that are to be defined by 3GPP?
used for the AI media service, including the use of existing interfaces and reference point
	Comment by Thomas Stockhammer (25/02/18): This is completely unclear.
Possible work in the mid-termP in a further study:	Comment by Thomas Stockhammer (25/02/18): Be clear what you want to study further
-	Further investigate and study the impacts and needs for the compression of certain AI data components including models.
-	Evaluate state-of-the-art AI models and their impacts on the requirements of existing use cases and scenarios defined in this document and in TR 26.847 [xx]
-	Evaluate any new use case and scenarios relevant to collaboration scenario 3, including distributed/federated learning

]

* * * End of Changes * * * 

