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1. [bookmark: _Toc504713888]Introduction
SA4 has been specifying the signaling of data burst size (BSSize). Due to the low-latency requirement of XR applications, the constituent PDUs of a data burst may increase as seen in the RTP sender after the data burst indication has been sent, making the indicated data burst size (BSSize) obsolete. 
This is illustrated in the example below. For simplicity, each PDU is assumed to be 1000 bytes. At time T1, the BSSize of a burst consisting of blue PDUs #1, #2 and #3 is determined and sent in blue PDU #1. At time T1’Between time T2 and T3, a new group of PDUs (green PDUs) for a new application data unit (ADU) with higher priority than the blue data burst are generated and the green PDU #1 is transmitted at time T3 before the last blue PDU to avoid delaying the transmission of the new ADU, and the blue PDU #3 is delay after all the green PDUs. Therefore, the current initial data burst (consisting of the three blue PDUs) grows to a new data burst that includes the 3 blue PDUs and the 4 green PDUs. This change in the constituent PDUs of a data burst makes the previously indicated BSSize obsolete, and the BSSize needs to be updated (to 7000 bytes). 	Comment by Andrei Stoica (Lenovo): Doesn’t the sender have the say in how these packets are sent out?

What you describe might happen in transport-layer over the path in some cases (e.g., congestion, routing changes etc.)… But that is something that is out of control of the sender regardless, right…

I do understand the concern, but SA4’s scope is rather constrained to the sender behavior. It is clear that when grouping PDUs in data bursts and scheduling them to be sent it comes down to traffic shaping, or pacing by the sender. This is what libwebrtc does… it puts media streams packets in buffers and then based on available bandwidth estimates it schedules bunch of packets out of the available media stream buffers to be sent out to lower layers via socket API calls and not overload the network. The NIC then processes the system calls, and sends out the PDUs over a configured network interface.

What you describe seems to assume that a sender sends out packets as fast as it can and is not limited by application and/or network in any way. This may be possible, but is not what is commonly done, as detailed above.

I think you need to consider that a sender implementation can schedule and pace PDUs in bursts and from a sender perspective we can talk of a data burst as defined currently… Whether the sent data burst corresponds exactly to the data burst a receiver (e.g., RAN) receives and processes that is a different problem, out of the sender control in the end.

A good reference is here: libwebrtc/modules/pacing/g3doc/index.md at master · mozilla/libwebrtc · GitHub 	Comment by Liangping Ma: “Doesn’t the sender have the say in how these packets are sent out?”
-->If the sender can afford delay (which I think the sender should avoid for low-latency applications), yes.

“What you describe might happen in transport-layer over the path in some cases (e.g., congestion, routing changes etc.)… But that is something that is out of control of the sender regardless, right…
“
-->The description is for the sender only. I just added a clarification in the 1st paragraph.

“What you describe seems to assume that a sender sends out packets as fast as it can and is not limited by application and/or network in any way.”
--> The example certainly suggested that. In the context of paced sending, I have a more compelling example shown in the updated diagram, where the green PDU Set has higher priority and the last blue PDU is delayed after all green PDUs.
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Figure 1: the transmission of a green PDU #1 for a new application data unit before the last PDU of the current data burst makes the earlier indicated BSSize obsolete. 
To update the BSSize, the green PDU #1 can carry the updated BSSize and indicate that the BSSize is an update via a reserved bit in the RTP header extension for dynamically changing traffic characteristics. 
1. Proposal
Agree the following proposal:
Proposal: when the constituent PDUs of a data burst change, the traffic source updates the data burst size (BSSize) in the first new constituent PDU and indicates that the BSSize is an update of a previous PSSize via a reserved bit (e.g., the first reserved bit being set to 1 instead of 0) in the RTP header extension for dynamically changing traffic characteristics.   
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