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1. Introduction
<Introduction part (optional)>
2. Reason for Change
The latency/performance of a SBI based Nudsf interface is analyzed and mitigating solutions are described.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 29.808 V0.2.0.

* * * First Change * * * *
5.2.x1	Latency and Performance Analysis
5.2.x1.1	Introduction
For deployments where the UDSF stores state information for the purpose of stateless deployments of e.g. AMF/SMF/PCF NFs, the transaction rate towards an UDSF instance can be significant. Further, to minimize core network latency, the response time must be kept at a minimum. 
In general, response time can be expressed as:
Wait Time = Network Roundtrip Latency + Wait in Queue + Service (processing) Time. 
To reduce the wait time, the network latency, the wait in queue time and the service time all play a role in the overall perceived latency.
The following clauses describes techniques that allows for a high throughput and low latency when a UDSF is deployed with a service based interface.
5.2.x1.2	Deployment Topology
The UDSF instance should be close to the NF service consumer, i.e. in the same data center to allow for maximum bandwidth and to reduce the Network Roundtrip Latency to a minimum.
A cloud native deployment of the UDSF allows for distributing the function across many compute nodes and thus allows for massive parallelism in processing requests.
5.2.x1.3	Caching
A stateless NF service consumer can maintain a local cache which will reduce the requests to the UDSF and the response time significantly. 
If the NF service consumer is mainly exporting state info for the purpose of allowing another NF service consumer instance to take over in case of an outage of the original NF service consumer instance, there is little risk that the cache is outdated if all transactions for a given UE are processed by a single NF service consumer instance.
5.2.x1.4	Parallel Access
If an NF service consumer is representing its state info in multiple resources, it may request multiple resources at the same time from the UDSF, as opposed to requesting them one at a time. The stream concept in HTTP/2 allows for multiplexed messages through a single connection. When the UDSF is deployed in a cloud native distributed cluster, a single UDSF instance has capacity to handle a large number of transactions in parallel and thus the Wait time for two or more requests may not be much greater than the wait time of a single request.
5.2.x1.5	Database Schema
This solution allows the "value" part of the KVP to be represented with multiple blocks allowing the NF service consumer designer to design a data model that optimizes Read vs Update info. 
For example, if an NF service consumer stores 80kB of state info, it may periodically have a need to update e.g. a time stamp that is e.g. only 4 bytes in length. Using a PUT with the complete updated payload of 80k vs 4 bytes is obviously significantly more expensive from a consumption of network and compute node resources.
5.2.x1.6	HTTP/2 Protocol
HTTP/2 supports a number of performance improving (compared to HTTP/1.1) capabilities, such as:
-	Interleave of multiple requests in parallel.
-	Interleave of multiple responses in parallel.
-	Use of a single connection to deliver multiple requests and responses in parallel.
-	Deliver lower page load times by eliminating unnecessary latency and improving utilization of available network capacity.
[bookmark: _GoBack]-	Optimization with request and response header compression (HPACK).
5.2.x1.7	Conclusion
As described in this clause, an SBI based UDSF can support high throughput and low latency when architected and deployed in an optimal manner.

