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1 Introduction and Background

SA3 sent CT4 an LS on "TLS and inter PLMN routing" in C4-184438 during CT4#85. CT4 provided an initial feedback to SA3 in C4-184612. CT4 has to do further analysis on the request from SA3 and this discussion paper provides that.

2 Discussion

2.1 
Issues with solution option "Using local SEPP FQDN in request URL"

The solution option "Using local SEPP FQDN in request URL" suggested by SA3 has the following issues
1. CT4 has to invent an application level message routing mechanism outside of standard HTTP routing as specified in IETF RFC 7230.
2. SA2 defines SEPP as follows in clause 6.2.17 of 3GPP TS 23.501

The Security Edge Protection Proxy (SEPP) is a non-transparent proxy and supports the following functionality:

The SEPP applies the above functionality to every Control Plane message in inter-PLMN signalling, acting as a service relay between the actual Service Producer and the actual Service Consumer.
What this implies is that SEPP acts as a "relay" and non-transparently intercepts the messages. However an NF service consumer and/or an NF service producer are oblivious to the fact that the messages have to traverse through a SEPP. At the application layer, an NF doesn't need to know whether a message has to be routed through a SEPP or not. 

However the solution suggested by SA3 implies that an NF service consumer is aware of a) URI of the NF service producer and b) URI of the SEPP. This mean an NF service consumer is aware of the presence of SEPPs on path. This violates the stage 2 definition of SEPP being a "relay".

Definition of "Service Relay" can be found at https://docs.microsoft.com/en-us/azure/service-bus-relay/relay-what-is-it
<quote>

In the relayed data transfer pattern, an on-premises service connects to the relay service through an outbound port and creates a bi-directional socket for communication tied to a particular rendezvous address. The client can then communicate with the on-premises service by sending traffic to the relay service targeting the rendezvous address. The relay service then "relays" data to the on-premises service through a bi-directional socket dedicated to each client. The client does not need a direct connection to the on-premises service, it is not required to know where the service resides, and the on-premises service does not need any inbound ports open on the firewall.

<unquote>

A potential modification of the SA3 suggested solution by using the "rendezvous point" concept of a service relay is explained in section 2.3.3.
3. As per S3-181937, the draft SA3 CR on N32, it seems that VSEPP needs to encapsulate the whole HTTP/2 message that it receives into a POST request towards the IPX. If the FQDN / API URI of the NF service producer is carried in a custom HTTP header or in a payload as requested by SA3 in their LS to CT4, it is not clear if this information is to interpreted by IPX or not. Based on S3-181937 it is clear that any such custom header will be encoded as payload body of POST message to IPX. Should such 3GPP specific custom headers be visible to IPX or not? If the IPX modification policies (i.e the set of IEs the IPX is allowed to modify) are based on a per API basis, then one could assume that IPX should be able to see which resource URI (that identifies the service exposed) of the NF service producer is being targeted. If the IPX is required to understand the 3GPP specific custom header then that is a disadvantage of the solution proposed by SA3.
2.2
Impacts to CT4 specifications due to solution option "Using local SEPP FQDN in request URL"

The following impacts can be identified for CT4 specifications due to the solution option suggested by SA3

Impacts to TS 29.500:

1. Define a custom header to carry the URI of the NF service producer which the SEPP can use to further route the message.

2. Explain how the HTTP messages are routed via a SEPP using the above custom header.
Though the impact seems minimal, it breaks some basic principles of HTTP routing and the architectural assumptions as explained above. The following section explores alternate solutions to avoid such architectural and basic HTTP routing impacts.

2.3
Analysis of other solutions discussed in SA3
2.3.1
Solution#1: Bump in the TLS
This is an identified solution by SA3 in clause 4.3.8.1 of S3-181957. The "cons" indicate

Cons: Unorthodox solution, should work technically but may introduce implementation issues. The solution needs to be repeated for possible SEPP-IPX, IPX-IPX TLS usage. 
However bump in TLS is a common solution deployed by many corporate proxies. The number of "origin servers" that a TLS intercepting corporate proxy has to deal with to provide certificates generated on its own is far more in an enterprise scenario than an inter PLMN scenario (number of operators worldwide is few hundreds).
See following links for more details on how this works:

https://wiki.squid-cache.org/Features/HTTPS#Intercepting_direct_SSL.2FTLS_connections
https://wiki.squid-cache.org/Features/BumpSslServerFirst
https://wiki.squid-cache.org/Features/SslPeekAndSplice
Also the argument "The solution needs to be repeated for possible SEPP-IPX, IPX-IPX TLS usage" is not fully correct. As per S3-181937, the draft SA3 CR on N32, the VSEPP to IPX communication is anyways a sort of a HTTP tunnelling - i.e VSEPP encapsulates the whole message including the HTTP headers into a POST request body towards IPX. So VSEPP deals with TLS setup towards the IPX only for sending this POST request. VSEPP does not need to deal with TLS setup towards NF service producer in order for IPX to act as bump in the TLS. The bump in the TLS solution needs to be implemented only in VSEPP and HSEPP and the IPX before the HSEPP needs to trust the certificate presented by HSEPP.
	Observatin#1: The cons listed for Bump in the TLS solution needs to be viewed in the right perspective. Corporate proxies support bump in TLS with certificate faking for many applications in an enterprise scenario. Number of PLMNs world-wide is still of the order of few hundreds and such configuration can be done based on inter operator policies.


2.3.2
Solution#2: TLS tunnel or VPN from NF to SEPP

This is an identified solution by SA3 in clause 4.3.8.2 of S3-181957. The "cons" indicate

Cons: Adds requirements for NFs as a separate setup for the NF-SEPP tunnel is needed. Would not work if QUIC is introduced in a future release.
While we agree with the first statement, the second statement is not clear. SA3 clarified in their reply LS in S3-182088 as

"The issue that SA3 foresees with option "TLS tunnel or VPN from NF to SEPP" and QUIC is that plain HTTP with QUIC is not feasible."
As per draft-ietf-quic-http [6], section 2.2:

HTTP/QUIC relies on QUIC as the underlying transport.  The QUIC

   version being used MUST use TLS version 1.3 or greater as its

   handshake protocol.  The Server Name Indication (SNI) extension

   [RFC6066] MUST be included in the TLS handshake.
Since it is a mandatory requirement to include SNI in the TLS handshake part of QUIC connection setup, the NF service consumer will include the host name / FQDN of the NF service producer in the QUIC connection setup towards VSEPP. In order for the TLS handshake to complete, the VSEPP then needs to present a certificate on behalf of the server identified in SNI - making this similar to bump in TLS kind of scenario as discussed above. However as mentioned earlier such certificate provisioning on behalf of another NF based on inter operator agreements is not a big issue, when corporate proxies have been doing this for many websites.
It should be also noted that QUIC is still an evolving protocol and even at final draft stages lot of changes are discussed. For e.g after draft 12 was published - https://datatracker.ietf.org/doc/draft-ietf-quic-transport/ the QUIC design team is working on a complete revamp of the TLS 1.3 usage over stream 0 - completely removing the TLS record layer and instead replacing it with new QUIC "CRYPTO" frames over stream 0. See for e.g ongoing design proposal - https://docs.google.com/document/d/1fRsJqPinJl8N3b-bflDRV6auojfJLkxddT93j6SwHY8/edit 

So commenting on non-applicability to QUIC is bit pre-mature. This solution can at least be applied when TLS over TCP is used as transport and the QUIC issue can be mitigated in future using certificate presentations on behalf of HPLMN NF (based on operator agreements). .
Hence this solution option needs further analysis in SA3 and can't be straightaway rejected citing QUIC as the reason.

	Observation#2:  TLS tunnel or VPN from NF to SEPP can't be straightaway rejected citing QUIC as the reason. This solution can at least be applied when TLS over TCP is used as transport and the QUIC issue can be mitigated in future using certificate presentations on behalf of HPLMN NF (based on operator agreements).


2.4
Alternate solution suggestions
2.4.1
Solution#x: SEPP as a Service Relay - vNRF providing "rendezvous point" as NF service producer URI - A variant of "Using local SEPP FQDN in request URL" solution proposed by SA3
This is a variant of the "Using local SEPP FQDN in request URL" solution proposed by SA3 and this solution is based on the principles outlined in TS 23.501, that SEPP is a "Service Relay". The following figure explains the solution.
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Figure 1: Rendezvous Point Exposure Based Solution for SEPP as Service Relay

The key aspect of this solution is to achieve everything by configuration and inter PLMN agreements without impacting any fundamentals of HTTP routing, stage 2 architectural requirements and CT4 API design. It should be noted that the messages are routed hop by hop and TLS is terminated hop by hop. There will not be any issues with certificates as each entity uses the certificate of its own and there is no faking involved here.
1. When an NF service consumer in VPLMN wants to communicate with an NF service producer in HPLMN, first the NF service discovery happens. The NF service discovery request itself needs to go through vSEPP and hSEPP when the vNRF routes the request to hNRF. The NF service consumer in VPLMN sets the ":authority" pseudo header in the HTTP/2 message as the FQDN of the vNRF host which it acquires either by configuration or from NSSF during slice selection. This procedure is defined in clause 4.17.6 of 3GPP TS 23.502
2. The vNRF is configured as follows:


a. hNRF FQDN for the PLMN ID of HPLMN = Rendezvous point exposed by VSEPP for the NF discovery service of the NRF in HPLMN


b. hNRF API Root URI for the PLMN ID of the HPLMN = Rendezvous point URI path exposed by VSEPP for the NF discovery service of the NRF in HPLMN.

The following table shows this configuration 

	PLMN ID
	NF Service Name To Discover
	Rendezvous Point FQDN
	Rendezvous Point API Path

	MCC=abc

MNC=xyz
	Nnrf_NFDiscovery
	xyz.<vplmnoperatorid-rp>.org
	mnc<xyz>-mcc<abc>-nnrf-discovery/

	MCC=abc

MNC=xyz
	Nsmf_PDUSession
	xyz.<vplmnoperatorid-rp>.org
	mnc<xyz>-mcc<abc>-nsmf-pdusession/


Table 1: Configuration table at NRF
RP = Rendezvous Point
At NF Service Consumer’s HTTP Client: DNS resolves vplmnoperatorid-rp.com to an IP address in the VPLMN (i.e VSEPP). 
At NF Service Consumer’s HTTP Client: URI path of the resource in the ":path" pseudo header of the request is set to the URI path of the Rendezvous Point

The vNRF thinks that the "rendezvous point" exposed by VSEPP itself is the HNRF FQDN. It doesnt know that it is the VSEPP that is acting as the meeting point for the HNRF. Hence the vNRF sets the ":authority" pseudo header in the HTTP/2 message as the "rendezvous point" address.

3. When the VSEPP receives the request at the "rendezvous point" FQDN and URI path, the VSEPP by configuration knows which is the mapping next hop in the relay. The VSEPP is configured as follows:


a. Rendezvous point in VSEPP for NRF of HPLMN ==> maps to Rendezvous point in HSEPP for the NRF in HPLMN

The VSEPP sends the HTTP/2 message with ":authority" pseudo header set to "rendezvous point exposed by HSEPP for the HNRF" and the ":path" pseudo header set to the "rendezvous point" URI path exposed by the HSEPP for the NF discovery service of the HNRF.

This is shown in table below:

	Rendezvous Point FQDN
	Rendezvous Point API Path
	Next Hop FQDN
	Next Hop API Path

	xyz.<vplmnoperatorid-rp>.org
	mnc<xyz>-mcc<abc>-nnrf-discovery/
	HSEPP RP FQDN
	HSEPP RP URI

	xyz.<vplmnoperatorid-rp>.org
	mnc<xyz>-mcc<abc>-nsmf-pdusession/
	HSEPP RP FQDN
	HSEPP RP URI


Table 2: Configuration table at SEPP
RP = Rendezvous Point
NOTE 1: SEPP maps an incoming request on a RP FQDN and RP API endpoint to next hop FQDN and next hop API endpoint by changing the “:authority” pseudo header and the URI in the “:path” pseudo headers.

NOTE 2: The format of "rendezvous point" FQDN and API path shown above are just an example. An operator could choose any structuring / format as per their plan.

NOTE 3: After the HTTP/2 message is framed with ":authority" and ":path" pseudo headers as mentioned above, the VSEPP subjects the message to re-formatting and N32 ciphering. The whole HTTP/2 message including the headers gets encapsulated into a HTTP POST payload body for the N32 traversal (which may include IPX on path).

4. When the HSEPP receives the request at the "rendezvous point", it knows by configuration to which NF service producer in the HPLMN it needs to relay the message. Hence it relays the message to HNRF.

5. HNRF responds by providing the FQDN of the NF service producer in the NF discovery response.

6. When the response gets relayed up to VNRF, the VNRF replaces the NF service producer FQDN in the discovery response with the "Rendezvous point exposed by VSEPP for the NF service discovered in the HPLMN" and replaces the NF service producer's the API URI in the discovery response with the "Rendezvous point"'s URI exposed by VSEPP for the NF service discovered in the HPLMN. The VNRF does this replacement based on its lookup from the table 1 sort of configuration it maintains. When the NF service consumer receives this response, it thinks that this "rendezvous point" FQDN is in fact the actual NF service producer FQDN.

7. NF service consumer sends a service request to the NF service producer with ":authority" part of the HTTP/2 message set to "rendezvous point" returned in step 6 and the ":path" part of the HTTP/2 message set to the "rendezvous point" URI path returned in step 6..

8. VSEPP receives the request at the rendezvous point and maps it to HSEPP rendezvous point by configuration.

9. HSEPP receives the request at the rendezvous point for the NF service producer and based on configuration the HSEPP knows to which NF service producer it needs to relay the request.

The configuration at the HSEPP looks similar to table-2 with the exception that instead of HSEPP URI / FQDN on the rightmost column it is the actual NF service producer's FQDN / URI..

Advantages:
1. When an NF service in VPLMN wants to communicate with an NF service in HPLMN (or vice-versa) then the NF service at the application level need not be aware of the presence of SEPP. They would route the HTTP/2 messages just like how they would route towards an NF service in the same PLMN.

2. No change to HTTP/2 routing mechanism. 
3. No need to add custom HTTP/2 headers or payloads to aid SEPP in determining where to route the message further.
4. Uses the best part of SA3's indicated solution - "Using local SEPP FQDN in request URL", i.e hop by hop TLS but without adding any custom headers.

5. Configuration of RPs on a per PLMN basis in the VPLMN can be done based on inter operator static policies. If new instances of an NF service are deployed at HPLMN the VPLMN need not be aware of it. The HPLMN RP can mask such back end scaling. The table at HSEPP alone needs to be updated based on dynamic scaling at the HPLMN.

6. Since the NF service consumer need not be aware of the presence of SEPP and need not add any custom headers, an operator could deploy bump in TLS or TLS tunnel or VPN solutions if they want. The behavior of NF service consumer and NF service producer will remain agnostic to whatever solution deployed at SEPP for TLS traversal.
3 Conclusion
1. Solution suggested by SA3 causes impacts to fundamental HTTP routing and it requires every NF on path (SEPP) to understand 3GPP custom headers and modify HTTP routing behaviour accordingly.

2. It has been shown clearly that Solution#1, #2 discussed in SA3 cause no impact to NF service producers / consumers and no impact to HTTP routing. For the cons listed in SA3, the following 2 observations needs to be taken into account.
Observatin#1: The cons listed for Bump in the TLS solution needs to be viewed in the right perspective. Corporate proxies support bump in TLS with certificate faking for many applications in an enterprise scenario. Number of PLMNs world-wide is still of the order of few hundreds and such configuration can be done based on inter operator policies.
Observation#2:  TLS tunnel or VPN from NF to SEPP can't be straightaway rejected citing QUIC as the reason. This solution can at least be applied when TLS over TCP is used as transport and the QUIC issue can be mitigated in future using certificate presentations on behalf of HPLMN NF (based on operator agreements).
3. A variant of SA3's suggested solution "Using local SEPP FQDN in request URL" has been shown to cause no impact to NF service consumer / producer and no impact to HTTP/2 routing. 

4. The decision on choosing one among these least impacting solution can be left upto SA3. Alternatively, the implementation of one of these solutions can be left to operators as per roaming agreements with their roaming partners. 

5. Suggest this as a way forward to SA3 and SA3 may potentially capture solution#1, #2 and #x in an informative Annex and leave it to operator deployments.
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