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1. INTRODUCTION

The current protocols in the Core Network involved in the MONTE framework, rely on the SCEF-Reference-ID value, together with the SCEF-ID value, to identify, keep track, and reference, the different configured monitoring events, and their associated reports, system-wide.
The SCEF-Reference-ID value is defined consistently in all protocols as a 32-bit unsigned integer. This implies that the system can have up to 4.3 billion monitoring events (and their reports) active in the system, per SCEF-ID, before the reference IDs start to roll over and their address space needs to be re-used.

Based on network traffic estimations for MTC (in a timespan of up to 4-5 years from now), from different operators, the expected usage of reference IDs in the system might be expected to support a traffic of up to 250 million transactions/day, considering both monitoring events and communication pattern configurations. This means a consumption of 7.5 billion reference IDs per month.
The group based configuration could reduce the number of active reference IDs in the system significantly; however the system must also support the configuration for individual UE which will need more unique reference IDs, especially for those events lasting almost forever (e.g. a 3rd party application wants to know IMEI-IMSI change to supervise UE usage).
Therefore, it is perceived that the existing 32-bit data type used for SCEF reference ID, while initially considered as large enough to accommodate the initial traffic estimations, might not be adequate, anymore.

2. ALTERNATIVES
Different alternatives to address this issue could be as follows:
a) 
Split a single logical SCEF entity into multiple smaller physical SCEF-IDs. Given that the monitoring events are identified by the tuple [SCEF-ID, SCEF-Reference-ID], the limitation of up to 4.3 billion reference IDs applies to a given SCEF-ID.

So, in those deployments where traffic estimations indicate that IDs are likely to roll-over during the expected lifespan of a given monitoring event, the operator might decide to re-configure the network deployment of a given logical SCEF into 2 different network elements, each one with its own SCEF-ID. This has the implication that each SCEF-ID must expose a unique FQDN, so the solution might not be easily applicable to all network configurations.
b) 
Extend the existing SCEF-Reference-ID parameter in Rel-15, while keeping backwards compatibility with previous releases. A new parameter (e.g., Ext-SCEF-Reference-ID) of 64-bit length would be added to all protocol messages where the former SCEF-Reference-ID is used.
This implies changing S6t (SCEF – HSS), S6a/d (HSS – MME/SGSN) and T6a/b (SCEF – MME/SGSN). A feature negotiation mechanism must be added (involving these 3 protocol "legs"), so the new 64-bit IDs are only used when they are supported in all the nodes involved.
There are scenarios, however, that make this approach quite complex. For example, SCEF and HSS may support the extended 64-bit IDs, but then, an initial MME may, or may not, support them, so the event configuration will depend on this fact; and, most importantly, this support may even vary when the UE moves from one MME to another.

For group based event configuration, it is even more complex; i.e. not all the SGSN/MME could have the same capability as HSS and SCEF, in case the provisional response to the configuration request indicates HSS supports new 64-bit reference ID.
So, how to detect and handle this potential change of support of extended IDs in the serving nodes is an additional aspect to consider when designing the solution to this issue.

c) 
Change the existing data type of 32-bit length, with a new 64-bit length, starting from the first release where SCEF-Reference-ID was introduced (Rel-13). This is obviously an extremely drastic change that would have huge impacts on networks there MTC services are deployed and actively running.
3. CONCLUSION

The authors of this paper encourage CT4 companies to evaluate the problem described, and possible solution alternatives, with the goal of agreeing on an alternative in CT4#81, and seeking to implement the corresponding solution in CT4#82.
